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Abstract—At nanometer manufacturing technology nodes, process variations affect circuit performance significantly. This trend leads to a large timing margin and thus overdesign in the traditional worst-case circuit design flow. To combat this pessimism, post-silicon clock tuning buffers can be deployed to balance timing slacks of consecutive combinational paths in individual chips by tuning clock skews after manufacturing. A challenge of this method is that path delays of each chip with timing failures should be measured to gather the information for clock skew configuration. However, current methods for delay measurement rely on path-wise frequency stepping, which requires much time from expensive testers. In this paper, we propose an efficient delay test framework (EffiTest2) to solve the post-silicon testing problem by testing only representative paths with delay alignment using the already-existing tunable buffers in the circuit. Experimental results demonstrate that EffiTest2 can reduce the number of frequency stepping iterations by more than 94% with only a slight yield loss.
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I. INTRODUCTION

Modern IC design faces tremendous challenges to achieve performance goals while maintaining a profitable yield. For example, at advanced technology nodes, increasing process variations together with aging effects require a very large timing margin, thus causing expensive overdesign. To combat such challenges, process variations may be modeled directly in timing analysis, leading to a boom of research on statistical static timing analysis (SSTA) in the last decade [2]–[11]. With the information of distributions of process variations, SSTA methods produce a performance-yield curve with which designers have a chance to make a tradeoff between different design goals. This method can effectively reduce the timing margin compared with traditional worst-case design, but it still does not counter process variations actively. To alleviate the effect of process variations, many researchers have also worked on circuit level to introduce special devices and mechanisms. For instance, the Razor method [12]–[15] boosts circuit performance until timing errors occur, and recently the performance capacity of flip-flops has been exploited to the extreme limit by considering the interdependency between setup and hold time [16]–[21].

Another direction to deal with process variations is to tune chips after manufacturing. To apply this technique, tunable components are inserted into the circuit during the design phase. After manufacturing, chips with timing failures can be rescued by tuning buffers with respect to the effect of process variations, which become deterministic at this phase.

A widely used post-silicon tuning technique is clock tuning using delay buffers with various structures [22]–[25]. An example of industrial applications of this technique is demonstrated in [25]. The structure of the delay buffer (clock vernier device) in this work is illustrated in Fig. 1, where the three registers control the delay between the clock input CLK_IN and output CLK_OUT. During the design phase, tunable buffers of such type are inserted onto the clock paths of selected flip-flops related to potential critical paths. After manufacturing, the delay values of these buffers are adjusted through the test access port (TAP) to create different clock skews to these flip-flops. The objective of this tuning is to allot critical paths more timing slack by shifting clock edges toward stages with smaller combinational delays, so that a manufactured chip can work at the designated frequency.

To apply the post-silicon tuning technique, tunable delay buffers must be inserted into the circuit during the design phase. In recent years, several methods have been proposed to determine buffer locations and evaluate the potential resulting yield improvement. In [26] a clock scheduling method is devel-
oped and tunable buffers are selectively inserted to balance the
skews resulting from process variations. In [27] the buffer allo-
cation problem is solved with a graph-based algorithm under
useful clock skew scheduling. In [28] algorithms are proposed
to insert buffers into the clock tree to guarantee a given yield,
while minimizing the total area of these tunable buffers or
the total number of them. This problem is investigated further
in [29], [30] with a sampling-based method to recognize a
limited number of locations to insert tunable buffers for yield
improvement. In [31] yield loss due to process variations and
the total cost of tunable buffers are formulated together for gate
sizing. In [32], the placement of tunable buffers is investigated
and a considerable improvement is observed when the clock
tree is designed using the proposed tuning system. With the
locations of tunable buffers known, the improved yield of the
circuit can be evaluated efficiently using the method in [33],
[34].

After manufacturing, necessary information, e.g., delays of
combinational paths, need to be extracted from chips with
timing failures for post-silicon clock skew scheduling. In
[35] an efficient post-silicon tuning method is proposed to
search a configuration tree together with graph pruning and
buffer grouping. The methods in [36], [37] measure path
delays individually in manufactured chips and tune them
accordingly. Furthermore, this post-silicon tuning technique
has been applied for on-line adjustment to improve lifetime
performance of a circuit in view of process variations and
aging [38], [39]. Moreover, the method in [40] applies tunable
buffers to compensate dynamic delay uncertainty induced by
temperature variations.

In applying post-silicon clock tuning, a major challenge
is that delays of combinational paths need to be measured
specifically for each chip after manufacturing. However, so
far this measurement is still performed by applying frequency
stepping to individual paths [35]–[37], which requires much
time from expensive testers.

In this paper, we investigate the post-silicon test problem
and propose an efficient framework (EffiTest2) to improve test
efficiency using statistical prediction and delay alignment. Our
contributions are as follows.

1) A path selection approach combining SVD/QRcp de-
composition and iterative accuracy evaluation is proposed to
choose the paths for post-silicon test. The delays of these paths
are used to predict the maximum delays between flip-flops
with tunable buffers.

2) Multiple paths are tested in parallel in our framework.
The delays of paths in a test batch are aligned statistically
during path assignment. Nonrepresentative paths with large
random variations are added into test batches to reduce inac-
curacies in delay estimation. During delay test, we also adjust
the already-existing tunable buffers to align the real delays of
paths adaptively so that a frequency step can capture delay
information of multiple paths.

3) Since predicted path delays are still in the form of
small ranges instead of exact numbers, configuration values
of tunable buffers are determined with respect to the upper
bounds of these ranges, so that potential timing violations due
to the inaccuracy in delay test and prediction can be reduced.

4) Hold time constraints are incorporated by imposing
range constraints on configuration values of tunable buffers.
These additional constraints limit yield loss due to hold time
constraints by a given threshold to avoid further test iterations
on short paths.

The rest of this paper is organized as follows. In Section II
we give an overview of timing constraints for circuits with
post-silicon tunable buffers. We explain the proposed method
in detail in Section III. Experimental results are shown in
Section IV. Conclusions are drawn in Section V.

II. BACKGROUND OF POST-SILICON CLOCK TUNING

In a circuit with post-silicon tunable buffers, the propagation
delays of clock paths to flip-flops with tunable buffers can
be adjusted after manufacturing for each chip individually.
The concept of this technique can be explained using the
example in Fig. 2, where four flip-flops are connected into
a loop by combinational paths represented by inverters. The
numbers next to the inverters denote delays of the corre-
sponding combinational paths. During the design phase, these
combinational delays should be considered as statistical due
to process variations. But after manufacturing, the delays in
a single chip become fixed values, enabling a concrete clock
skew tuning to counter the effect of process variations.

In Fig. 2, if all the delays of the tunable buffers are set
to 0, this example is equivalent to the case without post-
silicon tuning. The minimum clock period is thus equal to
8 when setup time and propagation delays of the flip-flops are
assumed as 0. On the other hand, if clock edges can be moved
by adjusting the delays of the tunable buffers, the minimum
clock period can be reduced to 5.5. For example, the buffer
value $x_2$ shifts the launching clock edge at F2 2.5 units earlier.
Therefore, with a clock period of 5.5, the combinational path
between F2 and F3 now has 5.5+2.5=8 time units to finish
signal propagation. This shifting of the clock edge reduces the
timing budget of the path between F1 and F2 to 5.5-2.5=3 units
after post-silicon tuning, which is still sufficient for this path
without violating any timing constraint. Note that the buffer
delays are defined with respect to a reference clock signal, so
that they can have negative values.

This clock tuning concept is similar to assigning useful
skews [41] to improve circuit performance. The difference,
however, is that the skew scheduling is executed individually
for each chip with timing failures after manufacturing. Since
critical paths in these chips may differ due to process vari-
a tions, customized timing schemes generated in response to the

![Fig. 2: Post-silicon clock tuning reduces the minimum clock period from 8 to 5.5. Setup time and propagation delay of flip-flops are assumed as 0.](image-url)
are actually measured instead of the path delays $D_{ij}$ according to (1)–(3) with respect to the given clock period $T$. The most challenging task of applying this post-silicon tuning technique is delay evaluation of combinational paths after manufacturing. These delays should be estimated relatively accurately to configure buffers properly. But the cost of this delay test on all failed chips must remain low; otherwise, the benefit of using tunable buffers to improve yield may be offset by the ensuing test cost.

In previous methods [26], [35]–[37], path delays are measured straightforwardly using frequency stepping. In this technique, a path is tested with a given clock period. If the sink flip-flop of this path can latch data correctly, the setup time of flip-flop is met at time $x_i$. Thereafter, the configuration values of tunable buffers in the circuit can be used to align path delays, so that the clock period can sweep the delay ranges of several paths at the same time. For example, if delays of tunable buffers in Fig. 2 could be set to values as shown, the delays of the combinational paths are well balanced and can thus be tested concurrently. To reduce test cost further, the correlation information between path delays provided by statistical timing analysis techniques [11] can also be used. Consequently, only a set of representative paths need to be tested while the maximum delays between flip-flops with tunable buffers are estimated from the test results.

III. STATISTICAL PREDICTION AND ALIGNED DELAY TEST FOR BUFFER CONFIGURATION

In post-silicon delay test, previous frequency stepping methods test all paths connected to flip-flops with post-silicon tunable buffers individually. According to the test results, the configuration bits of the tunable buffers are adjusted to make the chips work with the required clock period. This exhaustive path-wise test strategy is very expensive because it requires a lot of time from testers. Practically, however, not all paths delays need to be evaluated exactly. Instead, they may only need to be estimated with a given accuracy that is sufficient for post-silicon configuration.

In this section, we introduce our method EffiTest2 to reduce the number of frequency stepping iterations in testing path delays with two techniques: statistical prediction and delay alignment during test. With the tested and estimated delays, tunable buffers in chips with timing failures are then...
configured to maximize the chance that manufactured chips work with the given clock period $T$. In the test scenario, we assume that the locations of buffers have been determined, using a method such as [28], [30]. The flow of the proposed method is summarized in Fig. 4. It includes four major steps: path selection in Section III-A, test batch assignment in Section III-B, frequency stepping with delay alignment in Section III-C, buffer configuration in Section III-D, and hold time constraints in Section III-E. The important notations used in the following are listed in Table I.

The statistical delay prediction in Section III-A assumes that path delays follow Gaussian distribution. In cases such as ultra-low voltage designs, this assumption may be invalid. In this scenario, the accuracy evaluation (6)–(7) needs to be adapted accordingly while the overall flow can still be deployed.

### A. Path Selection and Statistical Delay Prediction

When tuning manufactured chips to resolve timing failures, the maximum delays between flip-flop pairs need to meet setup time constraints, and the minimum delays hold time constraints, as defined in (1)–(2). Fig. 5 illustrates an example, considering only setup time constraints. In this example, nodes represent flip-flops, solid edges represent combinational paths and dashed edges represent maximum path delays between flip-flops. If a path between a pair of flip-flops is critical, the clock edge to the flip-flop in the middle can be tuned to the other side to give the critical path more slack, provided that the timing constraints between the other pair of flip-flops are not violated.

To determine the configuration of tunable buffers attached to the flip-flops with respect to the setup time constraint (1), the maximum delays between flip-flops need to be evaluated. Since process variations affect combinational paths in manufactured chips differently, many paths between a pair of flip-flops may be critical after manufacturing. Due to test cost, it is impractical to test all combinational paths that can potentially become critical with frequency stepping directly, as assumed in [26], [35]–[37]. Instead, statistical delay prediction can be deployed to estimate the maximum delays between flip-flops using the data of representative combinational paths.

#### 1) Concept of path selection for delay prediction:

Statistical delay prediction relies on the correlation between path delays to maintain a high accuracy. Since a high correlation indicates that two delays vary similarly in manufactured chips, the measurement of one delay after manufacturing also discloses information about the other. In high-performance designs, logic gates on a critical path usually are not spread out all over the chip. Therefore, critical paths converging at or leaving from flip-flops with buffers tend to form physical clusters on the chip. This physical proximity results in a high correlation between path delays [11], which can be exploited to reduce the number of paths to be tested. For example, a conditional statistical prediction technique [42] has been used in [43] to predict the timing performance of a circuit from the measurements of on-chip test structures.

Consider a pair of flip-flops to at least one of which a tunable buffer is attached. Under process variations, usually many combinational paths between this pair of flip-flops have a probability to dominate the rest of them. We denote all these paths in the circuit as a set $P$ and their statistical delays as $D^P$. The task of delay measurement is to extract sufficient information about delays by testing only a small subset of paths $P_t \subset P$. Assume the statistical delays of $P_t$ are denoted as $D_t$. The statistical prediction from $D_t$ to $D^P$ is a well-known problem and has been studied extensively, e.g., in [44].

In post-silicon tuning, the individual delays of paths in $D^P$, however, are not required. Instead, only the maximum delays between each pair of flip-flops should be determined as illustrated in Fig. 5(b). When process variations are considered, path delays are represented as random variables. The maximum of a set of path delays can be calculated using Monte Carlo simulation or statistical timing analysis. Assume the statistical maximum delays are collected in a set $D^m$, which contains one statistical maximum delay for every pair of flip-flops to at least one of which a tunable buffer is attached. We then need to establish the relation between the delays $D_t$ of selected combinational paths $P_t \subset P$ to $D^m$, i.e., $D_t \rightarrow D^m$.

To identify $P_t$ from $P$, we need to consider all the combinational paths between each pair of flip-flops with at least one tunable buffer. This leads to a huge amount of paths to be examined. To solve this problem, we introduce a second level of statistical prediction. Instead of predicting the maximum delays $D^m$, we use the measured delays $D_t$ to predict a subset $D_t^m \subset D^m$, provided that the predicted values of $D_t^m$ can also provide sufficient information for the other maximum delays $D^m \setminus D_t^m$, thus establishing a chained relation $D_t^m \rightarrow D^m$. Since $D_t^m$ is a subset of $D^m$, to identify it from $D^m$ is the same statistical prediction problem as discussed in [44]. Therefore, we only need to focus on the task to find a set of combinational paths to predict

### Table I: Notations

| $P$ | All critical combinational paths between pairs of flip-flops with at least one tunable buffer |
| $D_t^m$ | The statistical delays of combinational paths in $P_t$ |
| $D_t^p$ | The statistical maximum delays between pairs of flip-flops with at least one tunable buffer |
| $P_t$ | The combinational paths that are tested using frequency stepping |
| $D_t$ | The statistical delays of combinational paths in $P_t$ |
| $D_t^p$ | The selected maximum delays that can predict $D_t^m$ within a given accuracy |
| $P_t$ | The chosen combinational paths for maximum delays in $D_t^p$ |
| $D_t^m$ | The statistical delays of combinational paths in $P_t$ |

![Fig. 5: Test scenario with maximum path delays, where nodes represent flip-flops with tunable buffers. Multiple combinational paths, $p_1$–$p_5$, with delays $d_{11}$–$d_{25}$, respectively, exist between flip-flops with tunable buffers in (a). Post-silicon skew configuration by tunable buffers is determined by the maximum delays of all paths as simplified in (b).](image-url)
The information of $D_t^m$ is derived from the delays of the combinational paths from which $D_t^m$ is computed. This characteristic allows us to search only the combinational paths between those pairs of flip-flops corresponding to $D_t^m$, thus reducing the effort of path enumeration significantly.

The relation between the delay sets discussed above is illustrated in Fig. 6. We identify the representative maximum delays $D_t^m$ from $D^m$ to reduce the path search scope. Thereafter, the combinational paths between the pairs of flip-flops whose maximum delays are $D_t^m$ are examined to select the combinational paths $D_t^p$ for delay test. The details of these steps are described as follows.

2) Determining a set of maximum delays $D_t^m$ from $D^m$ using SVD-QRcp: In the delay prediction concept shown in Fig. 6, the first step is to determine a subset of variables $D_t^m$ from $D^m$, so that the values of $D_t^m$ can predict the values of $D^m$. This problem has been studied previously such as in [44]–[47] using an algorithm based on SVD-QRcp. Assume that a delay in $D^m$ is written as a linear combination of $M$ random components $S = [s_1, s_2, \ldots, s_M]^T$, such as in the canonical form in [3]. The delay $D^m$ can then be expressed as $D^m = CS$, where $C$ is the coefficient matrix. The SVD-QRcp algorithm first performs Singular Value Decomposition (SVD) to decompose $C$ as

$$C = U \Lambda V^T$$

(4)

where $U$ and $V$ are unitary matrices and $\Lambda$ is a diagonal matrix with singular values in a descending order.

The large singular values in $\Lambda$ reveal the importance of delays that carry orthogonal statistical information. To select the delays $D^m$ to predict $D^m \setminus D_t^m$ the correspondence between the singular values and the delays in $D^m$ needs to be established using the permutation matrix in the QRcp (QR with column pivoting) decomposition. Assume $n$ delays should be selected from $D^m$. Then the first $n$ columns of $U$, written as $U_{[1:n]}$, are decomposed as

$$U_{[1:n]}^T = QR\Pi^T$$

(5)

where $\Pi^T$ is a permutation matrix to identify the $n$ most important random variables from $D^m$.

To illustrate the decomposition process above, we use an example with three delays in $D^m$, each of which is expressed as a linear combination of three random components. The SVD and QRcp are performed using the routines from the LAPACK [48] and GSL [49] libraries. The coefficient matrix $C$ of $D^m$ and the matrices after decomposition are shown in the following.

$$C = \begin{bmatrix} 10 & 6 & 1 \\ 13 & 4 & 2 \\ 7 & 5 & 1 \end{bmatrix}$$

$$U = \begin{bmatrix} -0.59 & 0.43 & -0.68 \\ -0.69 & -0.72 & 0.13 \\ -0.43 & 0.55 & 0.72 \end{bmatrix}, \quad A = \begin{bmatrix} 19.83 & 0 & 0 \\ 0 & 2.76 & 0 \\ 0 & 0 & 0.31 \end{bmatrix}$$

$$V^T = \begin{bmatrix} -0.90 & -0.40 & -0.18 \\ -0.42 & 0.90 & 0.10 \\ -0.12 & -0.16 & 0.98 \end{bmatrix}$$

$$Q = \begin{bmatrix} 0.99 & 0.09 & -0.10 \\ 0.72 & 0.69 & 0.00 \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad \Pi^T = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

In the example above, two delays are selected to predict the third one, so that only the first two columns of $U$, written as $U_{[1:2]}$, are used in the QRcp decomposition. In the permutation matrix $\Pi^T$, the first column shows that we need to select the second delay because the only 1 in this column appears in the second row. Similarly, the second column of $\Pi^T$ shows that we need to select the first delay.

The decomposition process above requires that we state the number of delays $n$ to be included in $D_t^m$. This number needs to be decided so that the prediction accuracy is maintained. Assume in a general case that $N$ statistical variables $D_i$ that are selected to measure their values $d_i$ in a chip directly, and another variable $d_k$ whose value should be predicted with $d_i$. Assume also that these delays follow Gaussian distributions, which are widely used in statistical timing analysis [11]. Under this assumption, these delays can be written together as $D = \begin{bmatrix} d_k \\ D_t^m \end{bmatrix} \sim N(\mu, \Sigma)$, where $\mu$ is the mean value vector of $D$, $\Sigma$ is the covariance matrix of $D$, $d_k \sim N(\mu_k, \sigma_k)$ and $D_t^m \sim N(\mu_{t,k}, \Sigma_{t,k})$. Accordingly, $\mu$ and $\Sigma$ can be expressed as $\mu = [\mu_k \mu_t]$, and $\Sigma = \begin{bmatrix} \Sigma_{k,t} & \Sigma_{k,k} \\ \Sigma_{t,k} & \Sigma_{t,t} \end{bmatrix}$, where $\Sigma_{k,t} = \Sigma_{t,k}^T$ is the covariance matrix between $d_k$ and $D_t^m$.

With the measured values $d_i$ of $D_t^m$, the mean value $\mu_k'$ and the variance $\sigma_k'^2$ of $d_k$ under the condition $D_t^m = d_i$ can be expressed as follows [42].

$$\mu_k' = \mu_k + \Sigma_{k,t} \Sigma_{t,t}^{-1} (d_i - \mu_t)$$

(6)

$$\sigma_k'^2 = \sigma_k^2 - \Sigma_{k,k} \Sigma_{t,t}^{-1} \Sigma_{t,k}$$

(7)

After delay prediction, $d_k$ is still a random variable because there are purely random process variations that reduce the correlation between delays. However, the variance of the predicted delays becomes smaller due to the second product term in (7), indicating that the real path delay $d_k$ in a chip is confined into a small range with a nonnegligible probability. This range reduction results from the fact that the measurement results of $d_t$ provide the information of the shared random components between $d_k$ and $D_t^m$ to reduce the variability of
Therefore, it may be unnecessary to measure the exact delay of \( d_k \) for buffer configuration after delay prediction if the correlation between \( d_k \) and \( D_k \) is high. On the other hand, a small correlation allows the delay \( d_k \) to vary freely, leading to a relatively large variance even after statistical prediction. Since the standard deviation \( \sigma' \) represents how wide the distribution of the predicted value of \( d_k \) spreads, we use it as an indicator of the prediction accuracy. If \( \sigma' \) is lower than a given threshold \( \sigma_{th} \), the predicted value is considered as having a sufficient accuracy.

In identifying \( D^m \) from \( D^m \), if the standard deviation \( \sigma' \) of a delay from \( D^m \setminus D^m_t \) exceeds \( \sigma_{th} \), we increase the number of delays from \( D^m \) to be selected and rerun the QRcp decomposition. Since all delays in \( D^m \) contain a purely random component from process variations \([3],[11]\), \( \sigma' \) cannot be reduced to zero. Instead, it must be larger than the standard deviation of the corresponding purely random component. In EffiTest2, we enumerate all the delays in \( D^m \) to identify the maximum \( \sigma_{max} \) of the standard deviations of all the purely random components and use \( \sigma_{th} = 2\sigma_{max} \) as the threshold of the prediction accuracy. Therefore, the iterations should always converge because the given threshold \( \sigma_{th} \) is larger than \( \sigma_{max} \), which is the accuracy when all delays are measured directly. The selection process of \( D^m \) from \( D^m \) is summarized in Algorithm 1.

### Algorithm 1: Select \( D^m_t \) from \( D^m \) to reduce path search scope

**Input:** Coefficient matrix \( C \) of maximum delays \( D^m \) from SSTA  
**Output:** Representative maximum delays \( D^m_t \subseteq D^m \)

1. \( U \leftarrow \text{Decompose } C \text{ using SVD (4);} \)
2. for \( i \leftarrow 1 \) to \( |D^m| \) do  
   3. \( U_{[1:i]} \leftarrow \text{First } i \text{ columns of } U; \)
   4. \( \Pi^T \leftarrow \text{Decompose } U_{[1:i]} \text{ using QRcp (5);} \)
   5. Select \( D^m \) from \( D^m \) using \( \Pi^T \);
   6. foreach \( d_k \in D^m \setminus D^m_t \) do  
      7. Compute \( \sigma_k'^2 \) using (7);
      8. if \( \sigma_k'^2 > \sigma_{th}^2 \) then 
         9. goto L2;
   10. end
   11. end  
12. break;
13. end
14. return \( D^m_t \)

3) **Identifying representative paths using iterative selection:** The maximum delays \( D^m_t \) returned by Algorithm 1 are actually used to narrow the search scope of combinational paths for delay test. In manufactured chips, only the delays of these combinational paths can be measured with frequency stepping directly \([50],[51]\). After \( D^m_t \) is identified from \( D^m \), we can find the corresponding \( D^m_t \) in \( D^m \) by forward and backward arrival time propagation. The extracted combinational paths are denoted as a set \( P_c \). The delays of these paths are denoted as a set \( D_c \).

The final step for path selection is to choose \( P_t \) from \( P_c \). The objective is that the measured values of the selected paths \( P_t \) should be able to predict the delays of \( D^m \) with a sufficient accuracy. A new challenge in this step is that the set of delays \( D_c \) is not a subset of \( D^m \), so that the SVD-QRcp method cannot be used to identify the paths \( P_t \). To solve this problem, we enumerate all the path delays in \( D_c \) and select the delay that can reduce the maximum of the variances of the predicted values of \( D^m \) the most. The selection step stops when the maximum of the standard deviations \( \sigma_{k}' \) is smaller than the threshold \( \sigma_{th} \) as used in Algorithm 1.

### Algorithm 2: Path selection to predict maximum delays \( D^m \)

**Input:** Maximum delays \( D^m \) from SSTA  
**Output:** Selected paths \( P_t \) for delay test

1. \( P_c \leftarrow \emptyset; \)
2. foreach \( d_k \in D^m_t \) do  
   3. \( \{ff_{src}, ff_{dst}\} \leftarrow \text{Find flip-flops corresponding to } d_k; \)
   4. \( P_s \leftarrow \text{Trace five most critical paths } ff_{src} \rightarrow ff_{dst}; \)
   5. \( P_c \leftarrow P_c \cup P_s; \)
16. end
17. \( D_c \leftarrow \text{Delays of } P_c; \)
18. \( D^p_c \leftarrow \emptyset; \)
19. for \( i \leftarrow 1 \) to \( |D_c| \) do  
   20. \( \sigma_{next}^2 \leftarrow \infty; \)
   21. \( d_{next} \leftarrow \text{null}; \)
   22. foreach \( d_k \in D_c \setminus D^p_c \) do  
      23. \( D^p_k \leftarrow \{d_k\} \cup D^p_c; \)
      24. Compute \( \sigma_{k}'^2 \) from \( D^p_k \) using (7);
      25. if \( \sigma_{k}'^2 > \sigma_{max}'^2 \) then  
         26. \( \sigma_{max}'^2 \leftarrow \sigma_{k}'^2; \)
      27. end
      28. end
   29. end
   30. end
31. return \( P_t \)
Fig. 7: Test scenario with multiple combinational paths. The nodes represent flip-flops. The solid edges represent combinational paths whose delays need to be tested using frequency stepping. The dashed edges represent an additional path that can also be tested without increasing the number of test batches.

The procedure of selecting combinational paths for delay test is summarized in Algorithm 2. In L1–L7 the combinational paths related to Dc are saved in Pc, and their statistical delays in Dc. To select representative paths from Pc, the loop L9–L31 adds one delay dnext from Dc into Dp in each iteration. The newly selected delay dnext is the one from Dc that, together with the already selected delays in Dp, predicts the maximum delays Dm with the best accuracy. To identify this delay, each delay in Dc \ Dp is evaluated in L12–L25 as dc, where dc and the current Dp are combined as Dp' to evaluate the accuracy of predicting the maximum delays Dm in the loop L15–L20 using (7). The prediction accuracy is indicated as the maximum variance σmax of predicted values of Dm, and the delay dc that can produce the smallest σmax is selected and added into Dp'. Meanwhile, the accuracy indicator σmax is assigned to σnext. When σnext becomes lower than the threshold σth, the selection procedure finishes and the current Pc is returned as the paths to be tested using frequency stepping.

B. Path Test Multiplexing

To predict the maximum delays Dm between flip-flops, the delays Dp' of representative combinational paths Pc need to be tested. In frequency stepping, the delay of a path is compared with the period of the test clock signal by checking whether the sink flip-flop of the path latches data correctly. A violation of the setup time constraint indicates the maximum delay exceeds the test clock period. Since the data latching state of a flip-flop can only indicate whether there is a timing violation, only the delay of one path converging to it can be tested in one clock cycle. In addition, paths leaving from a flip-flop cannot be tested in parallel, because the values of the flip-flops need to be set to trigger specific paths. In practice, the constraints may be relaxed because some paths can share parts of test patterns. In the following discussion, we will only assume the strictest case without allowing this sharing of test vectors to simplify the description of the proposed test multiplexing, which can be adapted easily to deal with the relaxed test scenarios.

Consider the test scenario shown in Fig. 7, where the nodes represent flip-flops and the edges represent combinational paths. During delay test, the paths p14, p24, and p34 cannot be processed in parallel, because they converge at the same flip-flop. Similarly paths p45 and p46 cannot be tested at the same time due to the shared source flip-flop. On the contrary, paths that can be tested in parallel can be arranged into the same group. For example, paths p14, p46, p67, p7a, and pab can be tested with the same clock period together. These paths are called a batch in the following discussion. In real test scenarios, there might be cases that some paths in a test batch cannot be activated by ATPG vectors at the same time. These paths can be set as mutually exclusive and arranged into different test batches. The proposed method does not consider the logic inconsistencies that might arise while activating/propagating faults. However, we can use existing methods, e.g., [52] and [53], to obtain testing compatibility, i.e., subsets of paths which can be tested simultaneously for a given set of paths that need to be tested. Accordingly, testing compatibility of the representative combinational paths Pt after path selection in Algorithm 2 can be derived with these methods. The compatibility of Pt can be incorporated into path test multiplexing to generate test batches in which paths can be tested simultaneously.

Since the delays of paths in a test batch can be measured in parallel, naturally we should arrange paths to be tested into as few batches as possible to reduce the overall number of frequency stepping iterations. To identify the minimum number of test batches, we formulate this path arrangement task into an Integer Linear Programming (ILP) problem.

Assume there are Nt (|Pt| = Nt) paths p1, p2, ..., pNt, to be tested. For the path pt, we assign a 0-1 variable bi,j, i = 1, 2, ..., Nt to indicate whether pt is assigned into the jth batch. For all the selected paths, the variables can be written into an Nt \times Nt submatrix, as shown in the first Nt columns of the following matrix,

\[
\begin{pmatrix}
b_{1,1} & b_{1,2} & \cdots & b_{1,N_t} \\
b_{2,1} & b_{2,2} & \cdots & b_{2,N_t} \\
\vdots & \vdots & \ddots & \vdots \\
b_{N_t,1} & b_{N_t,2} & \cdots & b_{N_t,N_t}
\end{pmatrix}
\]

where the columns correspond to the paths to be tested, and the rows correspond to test batches.

Because a path delay needs to be measured only once, the sum of the variables in a column in (8) should be equal to one, written as

\[
\sum_{i=1}^{N_t} b_{i,j} = 1, \quad 1 \leq j \leq N_t.
\]

To prevent paths from converging at or leaving from the same flip-flop to be arranged in the same batch, we add the following constraints for each flip-flop,

\[
\sum_{p_i \in I_F} b_{i,j} \leq 1, \quad \sum_{p_j \in O_F} b_{i,j} \leq 1, \quad 1 \leq i \leq N_t
\]

where I_F is the set of paths converging at the flip-flop and O_F the set of paths leaving the flip-flop.

To reduce the number of batches, the number of rows containing at least one 1 value in (8) should be minimized. For the ith row corresponding to the ith test batch, we assign a 0-1 variable Bi to indicate whether this test batch is occupied, so that

\[
b_{i,j} \leq B_i, \quad 1 \leq j \leq N_t, \quad 1 \leq i \leq N_t.
\]

By minimizing \( \sum_{i=1}^{N_t} B_i \), we can minimize the number of test
batches that are really occupied by test paths.

In test iterations, the delays of the paths in the same test batch are always swept by the same test clock. If the delays of these paths differ significantly, the test clock can only capture the delay information of a part of them, while the other paths are swept by changing the period of the clock signal in other test iterations. Consequently, the number of iterations may have to be increased. To improve test efficiency, we arrange the paths with comparable delays into the same test batch according to their statistical delay information.

Since comparable delays in a test batch mean that large delays tend to be assigned in the same batch and small ones in other ones, we simplify the delay balancing problem in path arrangement by pushing paths with large delays into the same test batch as much as possible. For each test batch, we assign a variable $W_i$, $i = 1, 2, \ldots, N_t$ to represent the sum of the delays of the paths in the $i$th batch. Therefore, $W_i$ can be defined as

$$W_i = \sum_{j=1}^{N_t} b_{i,j} \mu_j, \quad 1 \leq i \leq N_t$$

(12)

where $\mu_j$ is the mean value of the $j$th path. If the $j$th path is assigned into the $i$th batch, its delay contributes to $W_i$. Afterwards, we maximize the weighted sum of $\sum_{i=1}^{N_t} \epsilon_i W_i$, where $\epsilon_i$ are constants and $\epsilon_i > \epsilon_{i+1}$. With the weights $\epsilon_i$ in the descending order, the paths with large delays tend to be assigned to the first test batches to improve the efficiency of frequency stepping.

After test batches are formed, there might still be some unoccupied slots in a test batch because paths might not be distributed evenly at flip-flops with buffers. For example, the test scenario in Fig. 7 requires at least three test batches because there are three edges converging at node 4. Therefore, these test batches can cover not only the edge $p_{07}$ but also $p'_{07}$. Because the batches of paths should be tested anyway, we add additional paths to these empty test slots to gather more delay information.

Additional paths are added according to the prediction accuracy of their corresponding maximum delays. As discussed in Section III-A2, the predicted standard deviation is used as an indicator of the prediction accuracy. Since a large standard deviation $\sigma_k^t$ calculated by (7) represents that the corresponding maximum delay cannot be estimated with enough accuracy, we first identify those maximum delays whose predicted standard deviations are larger than a given percentage of their original standard deviations, 10% in our framework. Thereafter, for each of these delays, we find a combinational path from the corresponding source flip-flop to reduce the predicted variance of the delay. These newly identified combinational paths are written as a set $P_a$ with delays $D_a$ and $|D_a| = N_a$. To incorporate these paths into the test batches, we assign 0-1 variables $b_{i,j}$, $i = 1, 2, \ldots, N_t$, $j = N_t + 1, N_t + 2, \ldots, N_t + N_a$ as shown in the extended submatrix (8). Since it is preferred, but not mandatorily required, to add these new paths into the test batches, their appearance in the test batches can be constrained as

$$\sum_{i=1}^{N_t} b_{i,j} \leq 1, \quad N_t \leq j \leq N_t + N_a.$$

(13)

Consequently, a new path is included into one of the test batches when the sum above is equal to 1. To incorporate the new paths into test batches as many as possible, we maximize the objective $\sum_{1 \leq i \leq N_t, 1 \leq j \leq N_t + N_a} b_{i,j}$. With the new columns in (8), (11) and (12) should be revised to incorporate the extended indexes as

$$b_{i,j} \leq B_i, \quad 1 \leq i \leq N_t, \quad 1 \leq j \leq N_t + N_a$$

$$W_i = \sum_{j=1}^{N_t + N_a} b_{i,j} \mu_j, \quad 1 \leq i \leq N_t.$$

(15)

Considering the three objectives discussed above, we formulate the path assignment task into an ILP problem as

$$\text{Minimize } \alpha \sum_{i=1}^{N_t} B_i - \beta \sum_{i=1}^{N_t} \epsilon_i W_i - \gamma \sum_{1 \leq i \leq N_t, 1 \leq j \leq N_t + N_a} b_{i,j}$$

(16)

Subject to \( (9) \)–\( (10) \) and \( (13) \)–\( (15) \)

(17)

where $\alpha$, $\beta$, and $\gamma$ are constants with $\alpha \gg \beta \gg \gamma$ to guarantee the minimum number of test batches are generated. After solving this problem, only the rows with at least one in (8) are kept as test batches, denoted as $B$.

### C. Test with Delay Alignment by Tuning Buffers

After path batches are identified, they should be tested using frequency stepping to determine the path delays. In this section, we discuss how the delays of paths in a single batch are measured. Note this is the only step in the proposed framework that is executed by expensive testers able to generate various clock signals with a high accuracy.

In frequency stepping, a clock period is applied to the chip under test and the paths in a test batch are sensitized by test vectors. If the setup time constraint (1) at a flip-flop is violated, the data at this flip-flop cannot be latched correctly. This error can be approximated with a given accuracy.

Consequently, the corresponding delay range $D_{ij} + x_i - x_j$ is larger than $T$ so that $T$ is its lower bound. On the other hand, if the clock period is large enough so that there is no timing violation, the constraint (1) is met and $T$ is an upper bound of $D_{ij} + x_i - x_j$. By applying different clock periods in a binary search style, the value of $D_{ij}$ can be approximated with a given accuracy.

Consider the case shown in Fig. 8(a), where a delay has given upper and lower bounds. These bounds are initialized with $\mu \pm 3\sigma$, where $\mu$ and $\sigma$ are the mean value and the standard deviation of the delay calculated by statistical timing analysis. When the delay is tested with a given clock period $T$ in an iteration, either a new upper bound or a new lower bound of it is generated. Consequently, the corresponding delay range is partitioned into two parts by $T$ and the real delay value falls into one of them. To partition the delay range efficiently, it is preferable that $T$ is aligned to the center of the range. Otherwise, $T$ might not partition the delay range evenly, but instead slices it in small steps, leading to many test iterations to estimate the delay, as illustrated in Fig. 8(b).

When several path delays in one test batch are considered as in Fig. 8(c), it is not always possible to partition all the delay ranges evenly with one clock period. However, we can still find a clock period $T$ that partitions several delay ranges
at the same time, so that the ranges of these delays can be reduced in one test iteration.

To use a clock period $T$ to partition multiple delay ranges, there must be some overlap between the delay ranges, such as $d_2$ and $d_3$ in Fig. 8(c). According to (1), the actual constraint that is tested using $T$ is $D_{ij} + x_i - x_j$. Since the tunable buffers are already deployed in the circuit and their values $x_i$ and $x_j$ can be adjusted through the scan chain, we change the value of $x_i - x_j$ to align the delay ranges, as illustrated in Fig. 8(d).

Consequently, a clock period can partition more delay ranges so that the delays can be measured more efficiently compared with the case in Fig. 8(c). In EffiTest2, at-speed scan test is deployed for delay tests. At-speed scan test has been applied in [36], [37] and investigated thoroughly in [54]. In this method, scan chains are loaded with test vectors and two clock pulses are applied at the functional frequency. Because the configuration bits of buffers can be scanned into the chip under test together with the test vectors, the proposed technique requires no change to the existing test platform.

In real circuits, the buffer values $x_i$ and $x_j$ can only be adjusted in a limited range as specified by (3). In addition, these buffer values may affect more than one path delay. For example, in Fig. 7 the buffer value of node 4 affects all the paths converging at or leaving from it. To test the path delays efficiently, we need to find a proper set of buffer values to align the ranges of path delays as much as possible.

Assume that the upper and lower bounds of $D_{ij}$ between nodes $i$ and $j$ are $u_{ij}$ and $l_{ij}$, respectively. When the buffers at the source and sink nodes of the path are considered, the lower bounds and the upper bounds are shifted by $x_i - x_j$ as defined in (1). Therefore, the distance $\eta_{ij}$ between a given $T$ and the center of the shifted range of the path delay $D_{ij}$ can be expressed as

$$\eta_{ij} = |T - ((u_{ij} + l_{ij})/2 + x_i - x_j)|. \quad (18)$$

If we minimize the sum of $\eta_{ij}$ from all delay ranges, the resulting $T$ will approximate the centers of delay ranges as much as possible, while the buffer values $x_i$ and $x_j$ are also determined.

Minimizing the sum of $\eta_{ij}$ directly, however, cannot handle the special case in Fig. 8(e) where the two delay ranges still do not overlap even after the buffer values have been adjusted to the limit. In this case, the sum of distances $\eta_1 + \eta_2$ is independent of where $T$ is placed between the centers of the two ranges. To solve this problem, we sort the centers of delay ranges determined in the previous test iteration. Thereafter, we assign the weight $k_0$ to the range whose center is in the middle of the sorted list, and reduce the weights of other ranges by $k_d$ successively. In the proposed method, we set $k_0 \gg k_d$, so that the ranges at the middle of the sorted list have slightly higher priorities. With this weight assignment, the weights of the two ranges in Fig. 8(e) are different so that the next test clock period $T$ should align at the center of the range with the larger weight.

The optimization problem to determine the clock period $T$ and the corresponding set of buffer values $x_i$ and $x_j$ to align delay ranges can thus be expressed as

$$\text{Minimize } \sum_{i,j} k_{ij}\eta_{ij} \quad (19)$$

Subject to $\forall$ path $p_{ij}$ in the test batch

$$T - ((u_{ij} + l_{ij})/2 + x_i - x_j) \leq Mz_{ij}^p \quad (20)$$
$$T - ((u_{ij} + l_{ij})/2 + x_i - x_j) - \eta_{ij} \leq M(1 - z_{ij}^p) \quad (21)$$
$$-T - ((u_{ij} + l_{ij})/2 + x_i - x_j) + \eta_{ij} \leq M(1 - z_{ij}^p) \quad (22)$$
$$-T - ((u_{ij} + l_{ij})/2 + x_i - x_j) \leq Mz_{ij}^n \quad (23)$$
$$-T - ((u_{ij} + l_{ij})/2 + x_i - x_j) - \eta_{ij} \leq M(1 - z_{ij}^n) \quad (24)$$
$$r_i \leq x_i \leq r_i + \tau_i, r_j \leq x_j \leq r_j + \tau_j \quad (26)$$

where (20)–(25) are linear constraints transformed from (18) and $M$ is a very large positive constant [55]; $z_{ij}^p$ and $z_{ij}^n$ are two 0-1 variables corresponding to the two cases that $T - ((u_{ij} + l_{ij})/2 + x_i - x_j)$ are no less than zero and no greater than zero, respectively. (26) defines the ranges of buffer values as in (3).

After the clock frequency and the corresponding buffer values are determined by solving the ILP problem (19)–(26), the paths in the current batch are tested. According to the test result, either the upper bounds or the lower bounds of their delays are updated. If the distance between the range bounds $u_{ij}$ and $l_{ij}$ of a path is smaller than a threshold $\epsilon$, which is set to a constant times of the maximum of the mean values of the path delays, 0.005 in our framework, the path is removed from the current batch. The test iterations finish when all paths in the batch have been removed. The pseudocode of the test process is shown in Algorithm 3. The testing process of one test batch only requires the calculation of buffer configuration and one clock frequency. The test patterns are determined once and no adaptive test generation based on the measurements from the tester is needed.
D. Buffer Configuration with Delay Estimation

To rescue chips with timing failures after manufacturing, buffers can be configured according to results of the delay test and prediction. Unlike delay alignment using existing tuning buffers to reduce the number of test iterations above, this step really configures tuning buffers so that the corresponding chips can operate at the designated clock frequency. After a path in \( P_i \) has been tested by frequency stepping, its delay is confined to a range with a lower bound and an upper bound. For another delay \( d_k \) that is not measured directly but is to be estimated, (6) and (7) are used to calculate the mean value \( \mu_k' \) and the standard deviation \( \sigma_k' \). According to (6) and (7), \( \sigma_k' \) is determined exclusively by the covariance matrix, but \( \mu_k' \) is affected by \( d_k \), which are the delays measured by frequency stepping. When calculating \( \mu_k' \), we use the upper bounds of \( d_k \) so that the estimated delays are conservative. Since the variances of estimated delays are often non-zero, which indicate that purely random variations still affect path delays, we assign a lower bound and an upper bound \( \mu_k' - 3\sigma_k' \) and \( \mu_k' + 3\sigma_k' \) for an estimated delay, so that all path delays are constrained similarly for the following buffer configuration.

A real delay may take any value in the range defined by the lower and upper bounds, but the exact location of this delay in the range is unknown due to test resolution and delay estimation. To tackle uncertainty, a conservative method to configure the buffers is to assume the upper bounds of the ranges to be path delays, so that the chip always works with the resulting buffer configuration. This method, however, may incorrectly report some chips as nonfunctional due to pessimistic delay overestimation. To solve this problem, we try to find a buffer configuration for a chip while assuming the delays are as close to their corresponding upper bounds as possible. By minimizing the distance of the assumed delays from their corresponding upper bounds when determining the buffer configuration, the chance that the chip always works after configuration becomes large, so that the final pass/fail test will accept most post-silicon configured chips as functional.

The optimization problem to find a buffer configuration while minimizing the distance \( \xi \) of the assumed delays from the corresponding upper bounds is described as follows.

\[
\begin{align*}
\text{Minimize} & \quad \xi \\
\text{Subject to} & \quad \forall \text{ path } p_{ij} \\
& \quad T_d \geq D'_{ij} + x_i - x_j \quad (28) \\
& \quad l_{ij} \leq D'_{ij} \leq u_{ij}, \quad \xi \geq (u_{ij} - D'_{ij})/\sigma'_{ij} \quad (29) \\
& \quad r_i \leq x_i \leq r_i + \tau_i, \quad r_j \leq x_j \leq r_j + \tau_j \quad (30)
\end{align*}
\]

where \( D'_{ij} \) is the assumed delay value of a path during buffer configuration; \( \sigma'_{ij} \) is the standard deviation of the corresponding predicted delay; \( T_d \) is the designated clock period for the design; (28) and (30) are derived from (1) and (3), respectively. By solving the optimization problem (27)–(30), a set of buffer configuration values \( x_i \) and \( x_j \) can be found.

E. Tuning Bounds due to Hold Time Constraints

In the discussion above, we do not consider hold time constraints. However, tuning buffers may affect hold time constraints significantly if they are configured improperly. For example, in Fig. 3, if \( x_j \) is much larger than \( x_i \), the constraint (2) may be violated.

As shown in (2), hold time constraints are affected by \( x_i - x_j \) instead of individual values of \( x_i \) and \( x_j \). In our method, we do not test against hold time violations after configuring buffers. Instead, we set a lower bound \( \lambda_{ij} \) for \( x_i - x_j \) by sampling the statistical distribution of \( d_{ij} \) in (2) so that a given yield can be maintained.

Consider the case that \( d_{ij} \) in (2) is sampled \( M \) times for all short paths and its value in the \( k \)th sample is \( d_{ij,k} \). For the \( k \)th sample, we use a 0-1 variable \( y_k \) to represent that the lower bound \( \lambda_{ij} \)

\[
\lambda_{ij} - d_{ij,k} \geq M(y_k - 1), \quad \text{for all short paths } p_{ij} \tag{31}
\]

where \( M \) is a very large constant. The yield of the circuit with respect to hold time can thus be constrained as

\[
\sum y_i/M \geq Y, \quad i = 1, 2, \ldots M \tag{32}
\]

where \( Y \) is a given yield for hold time constraints, set to 0.99 in our method. To allow buffers to have the largest freedom in value configuration, we minimize the sum of all the lower bounds \( \sum \lambda_{ij} \). After \( \lambda_{ij} \) are determined, the buffer configuration values can be constrained to avoid hold time violation, as shown below

\[
\lambda_{ij} - x_i - x_j \geq \lambda_{ij}, \quad \text{for all short paths } p_{ij} \tag{33}
\]

This constraint is added into the optimization problems in Section III-C and Section III-D to incorporate hold time constraints to determine buffer values \( x_i \) and \( x_j \).

IV. Experimental Results

The proposed framework was implemented in C++ and tested using a 3.20 GHz CPU. We demonstrate the results with four circuits, s9234 to s38584, from the ISCAS89 benchmark set and four circuits, mem_ctrl to pci_bridge32, from the TAU13 variation-aware timing analysis contest. Details of these circuits are shown in Table II, where \( n_s \) denotes the number of flip-flops and \( n_g \) the number of logic gates. The numbers of inserted tunable buffers are shown in the column \( n_b \), which were less than 1% of the numbers of flip-flops in the benchmark circuits. The locations of these buffers were determined using [30]. We set the maximum allowed buffer ranges to 1/8 of the original clock period and all tuning delays with 20 discrete steps [22]. The logic gates in the circuits were sized and mapped using a 45 nm library. The standard deviations of transistor length, oxide thickness and threshold voltage were set to 15.7%, 5.3% and 4.4% of the nominal values [56]. The correlation of variations between logic gates is defined using the curve in [57]. The ILP solver for the optimization problems was Gurobi [58].

In Table II the column \( |D_{ij}^p| \) shows the numbers of maximum delays between flip-flops whose delays need to be evaluated for post-silicon buffer configuration. If a flip-flop is attached a tunable buffer, the maximum delays from all its
TABLE II: Test Results With Delay Alignment and Statistical Prediction

<table>
<thead>
<tr>
<th>Circuit</th>
<th>EffiTest2</th>
<th>Frequency Stepping</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n_a$</td>
<td>$n_y$</td>
<td>$n_b$</td>
</tr>
<tr>
<td>s9234</td>
<td>211</td>
<td>5597</td>
<td>2</td>
</tr>
<tr>
<td>s13207</td>
<td>638</td>
<td>7951</td>
<td>6</td>
</tr>
<tr>
<td>s15850</td>
<td>534</td>
<td>9772</td>
<td>5</td>
</tr>
<tr>
<td>s38584</td>
<td>1462</td>
<td>19253</td>
<td>14</td>
</tr>
<tr>
<td>mem_ctrl</td>
<td>1065</td>
<td>10327</td>
<td>10</td>
</tr>
<tr>
<td>ush_func</td>
<td>1746</td>
<td>14381</td>
<td>17</td>
</tr>
<tr>
<td>ac97_ctl</td>
<td>2199</td>
<td>9208</td>
<td>21</td>
</tr>
<tr>
<td>pci_bridge32</td>
<td>3321</td>
<td>12494</td>
<td>33</td>
</tr>
</tbody>
</table>

The runtimes of the proposed method are shown in the last three columns in Table II, where $T_p$ is the runtime for path identification, batch assignment and hold time bound computation before delay test starts. Because these steps are performed offline, the runtime is already acceptable. The column $T_f(s)$ shows the average runtime when computing the clock period $T$ and the buffer configuration values for all test batches of a chip. Since this computation can be performed in parallel while path batches are tested, the runtime is also acceptable compared with the execution time of scan test. The last column $T_c(s)$ shows the runtime to determine the final buffer values using the method in Section III-D. This step is not performed on high-end testers so that the efficiency is good enough.

In the proposed framework, the results of aligned delay test produce lower and upper bounds for delays. This inaccuracy cannot be avoided due to the nature of delay test and it affects the yields of the circuits after buffer configuration. In addition, the technique of statistical prediction also introduces configuration inaccuracy in the estimated delays. Consequently, it is expected that the yield values of the circuits should drop from the ideal yield values with delays assumed being measured exactly. We tested several cases with two clock periods $T_1$ and $T_2$ and the results are shown in Table III. The yield in this table was calculated by checking the setup and hold time constraints between pairs of flip-flops for the 10000 simulated chips after buffer configuration. If the timing constraints were satisfied for a simulated chip that failed initially without buffer configuration, we assumed the chip after buffer configuration was rescued, so that the yield was improved by 0.01%. For $T_1$ and $T_2$ the original yield values without buffers were 50% and 84.13%, corresponding to the cases of setting the target clock period to mean and mean plus standard deviation of the clock period calculated by SSTA, respectively. The column $y_i$ shows the yield values with delays measured by the proposed method; and the column $y_r$ shows the yield drops due to the inaccuracy in the tested delays, where $y_r = y_i - y_t$. In these results, we can see that the yield drops are around 1-2%, where the improved yield values are still far better than those without buffers.

Since the results of the statistical prediction technique in Section III-A depend on the correlations between path delays, we manually increased the standard deviations of all delays by 10%. These increased variations are added to the purely random part of the delays so that the correlations between delays are decreased accordingly. Figure 9 shows the yield results of three cases with respect to the clock period $T_2$ in
Table III: Yield Comparison

<table>
<thead>
<tr>
<th>Circuit</th>
<th>$T_1$ (yr)</th>
<th>$T_2$ (yr)</th>
<th>$T_3$ (yr)</th>
<th>$T_4$ (yr)</th>
<th>$T_5$ (yr)</th>
<th>$T_6$ (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>s9234</td>
<td>52.77</td>
<td>52.51</td>
<td>0.26</td>
<td>85.01</td>
<td>84.99</td>
<td>0.02</td>
</tr>
<tr>
<td>s13207</td>
<td>63.58</td>
<td>61.98</td>
<td>1.60</td>
<td>89.88</td>
<td>89.81</td>
<td>0.07</td>
</tr>
<tr>
<td>s15850</td>
<td>68.19</td>
<td>67.08</td>
<td>1.11</td>
<td>93.51</td>
<td>92.63</td>
<td>0.88</td>
</tr>
<tr>
<td>s38584</td>
<td>64.67</td>
<td>63.01</td>
<td>1.66</td>
<td>92.33</td>
<td>91.56</td>
<td>0.77</td>
</tr>
<tr>
<td>mem_ctrl</td>
<td>59.08</td>
<td>58.35</td>
<td>0.73</td>
<td>89.30</td>
<td>88.95</td>
<td>0.35</td>
</tr>
<tr>
<td>usb_func</td>
<td>54.98</td>
<td>53.69</td>
<td>1.29</td>
<td>86.72</td>
<td>85.85</td>
<td>0.87</td>
</tr>
<tr>
<td>ac97_ctrl</td>
<td>58.37</td>
<td>57.84</td>
<td>0.53</td>
<td>88.01</td>
<td>87.81</td>
<td>0.20</td>
</tr>
<tr>
<td>pci_bridge32</td>
<td>60.56</td>
<td>58.87</td>
<td>1.69</td>
<td>89.10</td>
<td>88.08</td>
<td>1.02</td>
</tr>
</tbody>
</table>

Yield w/o tuning: 50.00 84.13

Fig. 9: Yield with enlarged random variation.

Table III: 1) ideal yield with buffers configured with presumed accurate delays; 2) with buffers configured using tested and predicted delays in EffiTest2; 3) no buffers in the circuits. Compared with the results in Table III, the yield values in Fig. 9 are lower due to the increased random variation. The first two cases, however, demonstrate clearly that the yield results were still improved impressively using tunable buffers when compared with the cases without them. When testing and configuring the buffer values with EffiTest2, the yield values dropped slightly from the ideal cases in Fig. 9, because of the expected inaccuracy in delay test and prediction. These yield values, however, still follow the ideal cases closely, confirming the strength of EffiTest2.

To verify the effectiveness of aligned delay ranges described in Section III-B and Section III-C, we applied them directly to reduce test iterations without statistical prediction. Figure 10 shows the comparison of the numbers of test iterations per path in three cases: 1) path-wise frequency stepping, where around ten iterations were needed for each path; 2) test multiplexing without delay alignment using buffers; 3) multiplexing with delay alignment using buffers in EffiTest2. The second case used the method in Section III-B and Section III-C, but all the buffers values were set to zero during test. Comparing the results of the first case and the second case, we can see that test multiplexing is a powerful technique to reduce test iterations. When the technique of delay alignment is applied, test iterations can be reduced further, as demonstrated by the third case. These results confirm that even without taking advantage of the correlations between path delays, the proposed method can still reduce test cost significantly.

In the statistic prediction technique described in Algorithm 1 and 2, the iterations stop when the predicted maximum variances reach a threshold $\sigma_{th}$. In delay prediction, the variance of a predicted variable cannot be lower than that of its purely random component. To experiment with different thresholds $\sigma_{th}$ used in Algorithm 1 and 2, we first find the maximum of these purely random components of the predicted delays and set the threshold as constant times of them. Figure 11(a) shows the effect of these threshold values. As the threshold value reaches $3.5 \times \sigma_{max}$, the yield values of the circuits start to drop, because of the large range of the predicted delays. In EffiTest2, this constant was set to 2.0. Similarly, in the test procedure, the binary search of frequency stepping quits when an accuracy is reached. We have also tested different threshold values of $\epsilon$ in Algorithm 3 and the results are shown in Figure 11(b), where the x axis shows the constant times of the maximum of the mean values of the delays. As this number reaches 0.01, slight accuracy loss starts to appear. This number was set to 0.005 in EffiTest2 to maintain the test quality.

In Algorithm 1 and 2 we also increased the number of variables in $D_{th}$ gradually in the loops, instead of using a binary search to reduce execution time. Figure 12 shows the trend of accuracy improvement with the two cases s13207 and pci_bridge32. For these two circuits, the accuracy does not improve notably after the number of variables becomes relatively large. Using the threshold setting discussed in Section III-A, this number was set to 12 for s13207 and 22 for pci_bridge32 in the experiments. Furthermore, it can be observed that the curves for these two circuits do not decrease monotonously, so a binary search may not return the best result. For example, 15 instead of 12 variables for s13207, and 24 instead of 22 variables for pci_bridge32, should be selected if a binary search would be used for these two cases.

To demonstrate the prediction accuracy using a given number of combinational paths for each maximum delay in $D_{th}$ as discussed in Section III-A, we compared the accuracy of all delays in $D_{m}$ when the number of selected combinational paths is varied from 1 to 10 in Algorithm 2. For a circuit, the threshold of the prediction accuracy $\sigma_{th}$ for path selection in Algorithm 2 is set with respect to the standard deviations of purely random components of path delays described in Section III-A. Accordingly, the predicted maximum standard deviations $\sigma_{max}$ in $D_{m}$ are different in the tested circuits. With more paths selected for testing, $\sigma_{max}$ decreases due to the correlation information, however, with an increase of test cost. Fig. 13 shows the trend of maximum standard deviations $\sigma_{max}$ of predicted values of $D_{th}$ with respect to the number of selected paths. With the increase of the selected number, $\sigma_{max}$ decreases, meaning the prediction accuracy is improved. When the number of selected paths is larger than 5, the accuracy does not change noticeably. Therefore, we set this number to 5 in EffiTest2 to maintain the accuracy. The other circuits that are
bridge32 are shown in Fig. 14. In each of
(a), and test threshold over yield in Algorithm 3 (b).

Fig. 11: Prediction threshold and its effect on yield in Algorithm 1 and Algorithm 2.

Fig. 12: Effect of the number of selected variables over prediction accuracy.

Fig. 13: Comparisons of predicted standard deviations using different numbers of combinational paths. Lower values indicate better prediction accuracy.

In EffiTest2, we do not test short paths using frequency stepping so that test iterations can be reduced. Instead, we set adjustment ranges as described in Section III-E to reduce hold time violations. These constraints are controlled by the threshold $Y$ in (32), whose effect over the yield values of s38584 and pci_bridge32 are shown in Fig. 14. In each of these two figures, the two straight lines and the corresponding numbers show upper bound and lower bound of the yield values, where the former is computed by ignoring all hold time violations and the latter is computed by not adding the constraints in (32)–(33). When the threshold $Y$ decreases to 0.98, the yield values of the circuits start to drop. Therefore, we set $Y$ to 0.99 in EffiTest2.

V. CONCLUSIONS

In this paper we have proposed an efficient framework to reduce test cost in configuring tunable buffers in high-performance designs. By providing customized clock schemes to manufactured chips, timing failures may be alleviated by intentional clock skews with respect to the effect of process variations. The proposed framework combines statistical prediction and aligned delay test with path multiplexing to reduce test cost during post-silicon configuration. Consequently, the number of test iterations can be reduced by more than 94%, while the improved yield of the circuit is well maintained. The effectiveness of these techniques has been confirmed by experimental results using ISCAS89 and TAU13 benchmark circuits. Future work will consider techniques combining post-silicon tuning and flexible timing such as in [59].
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