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Abstract—Albeit sample preparation is well-studied for digital microfluidic biochips, very few prior work addressed the problem in the context of continuous-flow microfluidics from an algorithmic perspective. In the latter class of chips, microvalves and micropumps are used to manipulate on-chip fluid flow through microchannels in order to execute a biochemical protocol. Dilution of a sample fluid is a special case of sample preparation, where only two input reagents (commonly known as sample and buffer) are mixed in a desired volumetric ratio. In this paper, we propose a satisfiability-based dilution algorithm assuming the generalized mixing models supported by an N-segment, continuous-flow, rotary mixer. Given a target concentration and an error limit, the proposed algorithm first minimizes the number of mixing operations, and subsequently, reduces reagent-usage. Simulation results demonstrate that the proposed method outperforms existing dilution algorithms in terms of mixing steps (assay time) and waste production, and compares favorably with respect to reagent-usage (cost) when 4- and 8-segment rotary mixers are used. Next, we propose two variants of an algorithm for handling the open problem of k-reagent mixture-preparation (k ≥ 3) with an N-segment continuous-flow rotary mixer, and report experimental results to evaluate their performance. A software tool called flow-based sample preparation algorithm has also been developed that can be readily used for running the proposed algorithms.

Index Terms—Flow-based microfluidic biochip, sample preparation, satisfiability.

I. INTRODUCTION

ADVANCES in microfluidic technologies over the last few decades have boosted the miniaturization of biochemical laboratory for medical diagnostics and drug discovery with the advantages of reduced consumption of sample and reagent fluids. A microfluidic biochip or “lab-on-a-chip” device is a highly integrated system with the capability of performing multiple tasks required in a biochemical laboratory. Miniaturized biochips offer many advantages over large-scale laboratory instrumentation, including improvements in sample processing speed and throughput. Several microfluidic lab-on-a-chip platforms have been developed, e.g., droplet-based [1]–[8], digital [2], [9], and continuous flow-based microfluidics [10].

A continuous flow-based microfluidic biochip (CFMB) is equipped with several pressure-driven microvalves to manipulate fluid flow in a network of microchannels. A typical microfluidic device consists of two separate layers of elastomer (polydimethylsiloxane) called flow layer and control layer as shown in Fig. 1. Soft-lithographic technique is used to fabricate the network of microchannels in both flow and control layers. A flexible membrane/microvalve is formed at the overlapping area between the channels of two layers to control the movement of biochemical fluids in the flow layer. An external pressure source in the control layer is used to deflect membrane/valve deep into the flow channels to block fluidic flow. Channels in flow layers are also connected to an external pressure source. More complex units such as mixers, micropumps, and multiplexers can be built with several hundreds of such units accommodated on a single chip [10].

CFMBs are quite popular in the biochemistry community because of their simplicity of fabrication, flexibility in reagent-volume control, and versatility of applications such as automation of assays and point-of-care diagnosis [11]. Many clinical applications, e.g., DNA analysis [12], drug discovery [13], and sample preparation [14] have been successfully implemented on CFMB. In most of the biochemical applications, automatic sample preparation plays a significant role, e.g., it accounts for 60% of the work in analytical tests [15]. Microfluidic networks based on CFMB can be used to produce logarithmic and linear concentration gradients effectively [16], [17]. Moreover, flow-based microfluidic...
devices have been developed for implementing serial and parallel mixing, and also for producing dilution gradients, and diffusion-based gradients [17].

In recent years, many sample preparation algorithms [2]–[6] have been proposed for preparing a mixture of fluids with a digital microfluidic biochip (DMFB), based on the (1 : 1) mixing model. On a continuous flow-based microfluidic platform, an \( N \)-segment rotary mixer that is divided into \( N \) equal-length segments (henceforth, denoted as mixer-\( N \)), can be conveniently used to implement more powerful and multiple mixing models [18]. Rotary mixers with micropumps use circular motion to mix two fluids that are pumped into a ring-like or rotary structure [19]. However, all previous work [18], [20] fail to exploit the full functionality of different mixing models that are supported by a rotary mixer as they impose several constraints on allowable mixing steps. It is also observed that flow-based microfluidic mixing operations are quite slow [21], and hence, it is desirable to reduce such operations as far as possible during sample preparation.

In this paper, we first propose a dilution algorithm for CFMBs that can be used to prepare a mixture of two reagents (sample and buffer) using a rotary mixer that minimizes the number of mixing operations, and reduces reagent-usage. Second, we generalize our approach to propose a reagent-saving mixture preparation algorithm, where the number of reagents may be greater than two. To the best of our knowledge, this is the first attempt to solve algorithmic mixture preparation with CFMBs by using a mixer-\( N \).

We present a novel formulation of the dilution problem using a set of linear constraints over integers, and then invoke a solver based on satisfiability modulo theory (SMT) [22] to obtain the optimal solution. The proposed algorithm is guaranteed to produce a sample of desired target concentration factor (CF) within a tolerable error limit, while minimizing the number of mixing operations as a primary objective, and minimizing reagent-usage as a secondary objective criterion. Unlike existing methods [18], [20], we deploy a two-step optimization technique: first, we construct a mixing tree that consists of a minimum number of mixing steps and next, using an SMT-based approach, we search among all such trees to find the one that produces the desired target concentration with minimum sample-usage. Simulation results show that for an 8-segment mixer, the proposed dilution algorithm terminates very fast (in around 0.34 s on a 2 GHz, Intel Core i5 processor), and on the average it reduces the number of mixing operations and waste production compared to prior work tree pruning and grafting (TPG) algorithm [20] and volume-oriented sample preparation algorithm (VOSPA) [18]. Furthermore, with respect to reagent-usage, it improves upon TPG and compares favorably with VOSPA. Moreover, the performance of mixture-preparation algorithms are also studied in detail.

The rest of this paper is organized as follows. Basics of sample preparation and mixing models are provided in Section II, and a brief review is presented in Section III. A motivational example is given in Section IV. An overview of the solution procedure is presented in Section V. The proposed method for dilution with a CFMB is presented in Section VI. Reagent-saving mixture preparation is described in Section VII. Experimental evaluation is reported in Section VIII. Finally, this paper is concluded in Section IX with pointers to a few future research challenges.

II. SAMPLE PREPARATION AND MIXING MODELS

Sample preparation is the process of mixing two or more biochemical fluidic reagents in a given volumetric ratio through a sequence of mixing operations. Dilution is a special case of sample preparation, where only two input reagents (commonly known as sample and buffer) are mixed in a desired volumetric ratio. In a DMFB, two equal-volume droplets are mixed using the (1 : 1) mixing model [5]–[7]. On the other hand, a CFMB supports multiple ratios as mixing models by deploying a mixer-\( N \) [18]. A mixer-\( N \) is divided into \( N \) equal-length segments, where each segment can be filled with a fluid.

Example 1: Fig. 2 shows a mixer-4, and various mixing models supported by this device. Different valves are used for loading and unloading a segment (gate valve), for determining the segment boundary (ratio valve), and for mixing of fluids within the segments (pumping valve). A description of such mixers can be found in [23]. Fig. 2(b)–(e) shows each of the four different reagents with a different color.

A mixture of \( k \) reagents \( R_1, R_2, \ldots, R_k \) is denoted as \( M = \{ (R_1, c_1), (R_2, c_2), \ldots, (R_k, c_k) \} \), where \( \sum_{i=1}^{k} c_i = 1 \) (validity condition) and \( 0 \leq c_i \leq 1 \) for \( i = 1, 2, \ldots, k \). In other words, \( R_1, R_2, \ldots, R_i, \ldots, R_k \) are mixed with a ratio of \( \{ c_1 : c_2 : \cdots : c_i : \cdots : c_k \} \), where \( c_i \) denotes the CF of \( R_i \). The condition \( \sum_{i=1}^{k} c_i = 1 \) [2] ensures the validity of a mixing ratio. Note that the CF of a pure (100%) reagent \( R_i \) is assumed to be 1, and the CF of neutral buffer (0%) is assumed to be 0. Thus, the value of each \( c_i \) is normalized with respect to 1, i.e., the sum of all \( c_i \)s. Because of the inherent mixing models used for microfluidic implementation of mixers, each \( c_i \) is required to be approximated as a special form \( (x_i/N^d) \), where \( x_i, N, d \) are positive integers, i.e., \( x_i, N, d \in \mathbb{N} \). The value of \( N \) is determined by the mixing model supported by the microfluidic mixer, and \( d \) is determined by the desired accuracy of approximation (error-tolerance limit \( \epsilon \) in CF, \( 0 \leq \epsilon < 1 \)), which is user specified. A lower value of \( \epsilon \) denotes higher accuracy in CF. Assuming the underlying mixing model of mixer-\( N \) and for a given value of error-tolerance limit \( \epsilon \), we choose the minimum value of \( d \) such that each \( c_i \) in mixture \( M \) is approximated as \( (x_i/N^d) \), where \( x_i \in \mathbb{N} \) and \( \max_i \{|c_i - (x_i/N^d)| \} < \epsilon \) and \( \sum_{i=1}^{k} (x_i/N^d) = 1 \). In other words, each \( c_i \) is approximated as a \( d \)-digit \( N \)-ary fraction. For example, in case of (1 : 1) mixing model (\( N = 2 \)) and a given \( \epsilon \), mixture \( M \) needs to be approximated as...
approximation procedure and the choice of $d$.

Fig. 3 shows generation of four units of target ratio (125 : 131) using sample preparation algorithms. (a) TPG. (b) VOSPA. (c) NWWayMix. (d) Proposed algorithm FloSPA-D.

### TABLE I

<table>
<thead>
<tr>
<th>$d$</th>
<th>Approx. ratio</th>
<th>Error in CF</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$4 : 5 : 7$</td>
<td>$\max{0.25 - \frac{1}{2^4}, 0.30 - \frac{1}{2^4}, 0.45 - \frac{1}{2^4}} = 0.01 &gt; \epsilon$</td>
</tr>
<tr>
<td>5</td>
<td>$8 : 10 : 14$</td>
<td>$\max{0.25 - \frac{1}{2^5}, 0.30 - \frac{1}{2^5}, 0.45 - \frac{1}{2^5}} = 0.01 &gt; \epsilon$</td>
</tr>
<tr>
<td>6</td>
<td>$16 : 19 : 29$</td>
<td>$\max{0.25 - \frac{1}{2^6}, 0.30 - \frac{1}{2^6}, 0.45 - \frac{1}{2^6}} = 0.003 &lt; \epsilon$</td>
</tr>
</tbody>
</table>

$\{y_1/2^d : y_2/2^d : \cdots : y_l/2^d\} \equiv \{y_1 : y_2 : \cdots : y_l\}$ by choosing the smallest $d$ such that $\max_i\{c_i - (y_i/2^d)\} < \epsilon$ and $\sum_i=1^d y_i = 2^d$. The following example illustrates the ratio approximation procedure and the choice of $d$.

**Example 2:** Consider a mixture $M = \{(R_1, c_1 = 0.25), (R_2, c_2 = 0.30), (R_1, c_3 = 0.45)\}$, which is to be generated using (1 : 1) model with an error-tolerance limit $\epsilon = 0.004$. Table I shows the detailed approximation procedure; we increase $d$ iteratively starting from 1 to find a solution. The rounding procedure for $d = 4$ is shown in the footnote of Table I. Note that for $d \leq 5$, the error-tolerance limit is not satisfied, and for $d = 6$, the approximated ratio is $M' = \{(R_1, c_1' = (16/2^6)), (R_2, c_2' = (19/2^6)), (R_3, c_3' = (29/2^6))\}$ or $\{(R_1 : R_2 : R_3 = 16 : 19 : 29\}$ that satisfies the given error-tolerance and the validity condition: $16 + 19 + 29 = 2^6$.

A mixing graph [3], [4] is commonly used to represent the dependencies of mixing operations, where a node with zero in-degree (out-degree) represents an input reagent (target ratio). The internal nodes represent intermediate mixing operations. In the domain of CFMB, an incoming edge-weight denotes the number of segments that are to be filled with input reagents, or fluids with previously-obtained intermediate CFs for the concerned mixing operation.

In the case of dilution problem, the CF of the mixture denotes the volumetric ratio of sample and buffer fluids, i.e., the portion of sample fluid present in the mixture fluid (hence, $0 \leq \text{CF} \leq 1$). Assuming that $N$ segments of a mixer-$N$ are filled with CFs $c_1, c_2, \ldots, c_N$, of a fluid diluted with the same buffer; then the resultant CF of the mixture will be $\sum_{i=1}^{N} c_i/N$ after homogeneous mixing. In the case of dilution, the mixing graph is commonly known as dilution graph.

The algorithmic aspects of sample preparation with a CFMB have recently been studied by many researchers. Liu et al. [20] developed the TPG algorithm by transforming an initial mixing graph that is obtained based on the (1 : 1) mixing model, which is often used in digital microfluidics, e.g., in twoWayMix [2] or reactant minimization algorithm [4]. The TPG algorithm applies tree-pruning and grafting on the initial dilution graph to obtain the dilution graph for a special type of unequally-segmented rotary mixer (ring-$N$ [20]). In each mixing step, TPG considers only a few specific volumetric ratios supported by $(k : \ell)$ mixing model $(k + \ell = 2^m, k, \ell, m \in \mathbb{N})$ supported by ring-$N$. Therefore, TPG is unable to exploit all available mixing models for ring-$N$. For example, in ring-3, the possible mixing models are $(1 : 1), (1 : 3)$, and $(1 : 1 : 2)$; however, TPG uses only first two of them.

The VOSPA [18] uses a uniformly-segmented rotary mixer (mixer-$N$), and exploits the power of utilizing multiple intermediate CFs. VOSPA consists of two phases: 1) master process and 2) subsidiary process. The subsidiary process fills a concentration tank that can be used by the master process, which greedily accumulates various CFs from the bank for each segment of the mixer. Note that only one segment of mixer-$N$ is reused between two calls of the master process, and the remaining $(N - 1)$ segments are left unused. Moreover, the subsidiary process can use only two CFs in each mixing step for filling the tank that is subsequently used by the master process.

Note that both TPG and VOSPA produce a mixture of two reagents: 1) sample and 2) buffer. Algorithmic mixture preparation for more than two reagents using CFMB still remains unexplored. Our method also provides a solution to this general problem. Table II presents the scope of the proposed work against the background of prior art.
TABLE II
SCOPE OF SAMPLE PREPARATION ALGORITHMS ON CFMB

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Purpose</td>
<td>Reagent minimization</td>
<td>Reagent minimization</td>
<td>Reagent minimization using least-depth mixing graph</td>
</tr>
<tr>
<td>2. Solution strategy</td>
<td>Iteratively modifies the dilution graph created by existing DMB dilution algorithms(^1)</td>
<td>Greedy-heuristic based</td>
<td>SMT-based optimal modeling</td>
</tr>
<tr>
<td>3. Mixing models</td>
<td>Unable to exploit all mixing-ratios of Ring-N</td>
<td>Only master process may use all mixing-ratios of Mixer-N</td>
<td>Can utilize any mixing-ratio produced by Mixer-N, as needed</td>
</tr>
<tr>
<td>4. # Mixing steps in dilution</td>
<td>Minimality not ensured</td>
<td>Minimality not ensured</td>
<td>Minimality guaranteed</td>
</tr>
<tr>
<td>5. Mixture preparation</td>
<td>Not addressed</td>
<td>Not addressed</td>
<td>Reagent-saving mixture preparation</td>
</tr>
</tbody>
</table>

\(^1\) based on the \((1:1)\) mixing model only

---

Algorithm 1: NWayMix\((x : y), N, d\)

Input: \(\{sample : buffer = x : y\}\); Target ratio, \(N\); mixer-\(N\); \(d\): accuracy

Output: Mixing steps

\[
\begin{align*}
&x = x_{d-1}x_{d-2} \ldots x_1x_0, \quad x_j \in \{0, 1, \ldots, N - 1\}, \quad 0 \leq i < d - 1; \\
&x_j \in \{0, 1\}, \quad 1 \leq j \leq d - 1; \\
&\text{newFluid} = \text{Mix}(x); \\
&\text{for} \quad (j = j + 1; \quad d \geq 1; \quad j = j + 1) \quad \text{do} \\
&\text{Fill} \quad x_j \quad \text{segments with sample and} \quad N - x_j \quad \text{segments with buffer}; \\
&\text{Fix} \quad x_j \quad \text{segments with sample and} \quad N - x_j - 1 \quad \text{segments with buffer}; \\
&\text{Fill} \quad x_j \quad \text{segments with newFluid};
\end{align*}
\]

IV. MOTIVATION AND CONTRIBUTION

One of the major objectives in sample preparation is to minimize the assay time, which is proportional to the number of mixing operations \([24]\). Thies et al. \([2]\) proposed a sample preparation algorithm \((\text{Mix}Mix)\) for generating a target ratio based on the \((1:1)\) mixing model. A special case of \(\text{Mix}Mix\) (known as \(\text{twoWayMix} \([2]\) algorithm) can be used to perform dilution with at most \(d\) mixing steps, where \(d\) is the number of bits used in approximating the target concentration with a binary fraction. In the case of mixer-\(N\), we can generalize \(\text{twoWayMix}\) for CFMBs so that it produces a given target CF based on multiple mixing models that are supported by mixer-\(N\); let us call this procedure as \(\text{NWayMix}\). The entire range of concentrations generated with mixer-\(N\) can thus be represented as \(\{x : y\} + y = N^d\), where \(d\) digits in base-\(N\) are used to approximate a CF as \((x/N^d)\). Algorithm 1 describes the outline of \(\text{NWayMix}\).

**Example 3:** Consider a mixing-ratio \(\{sample : buffer = 125 : 131\}\), or equivalently, sample-CF in the target is \((125/256)\). Assume the availability of mixer-4 \((N = 4)\). Since the sum of ratio-components 125 + 131 = 256 = 4\(^4\), error-tolerance \(\epsilon = 0\) can be achieved when \(d\) is chosen as 4. In Fig. 3(c), the bottommost node indicates that one segment of the rotary mixer-4 is filled with pure sample, whereas three remaining segments are filled with neutral buffer. Hence, the resultant CF of the \(sample\) in the mixture obtained after mixing is \(((1 + 3 \times 0)/4) = (1/4)\). The CF of the \(buffer\) will be \(1 - (1/4) = (3/4)\). Hence, for this intermediate fluid, \(\{sample : buffer = 1 : 3\}\).

At the second mixing step (second node from bottom), three segments are filled with pure sample, and the remaining one segment is filled with the intermediate fluid obtained at the previous step. Hence, sample-CF will be \(((3 + (1/4))/4) = ((4 \times 3 + 1)/4^2)\). Similarly, the sample-CF produced at the third mixing node is \(((4^2 \times 3 + 4 \times 3 + 1)/4^3)\). Finally, at the target node, it will become \(((4^4 \times 1 + 4^3 \times 3 + 4^2 \times 3 + 4^3 \times 1)/4^4)\) = \((125/4^4)\). Henceforth, for the sake of convenience, we will call sample-CF as target CF.

Now, 125 = \((1331)\)\(_4\). Algorithm 1 essentially expands 125 in base-4, i.e., \(125 = (1331)\)\(_4\) = \((4^3 \times 1 + 4^2 \times 3 + 4^2 \times 3 + 4^1 \times 1)/4^1\). Hence, conversely, the target CF can be achieved by filling the segments with pure sample in the same sequence as depicted in Fig. 3(c).

The above argument can be generalized to justify the correctness of Algorithm 1. Given the target CF, \(N\), and \(\epsilon\), the value of \(d\) is first derived. Next, we express the target CF as a fraction with at most \(d\)-digits in base-\(N\). Since in each mixing step, we retain only one segment of previously produced fluid, the contribution of the pure sample added to a particular mixing step is reduced by a factor of \(N\) with each mixing step it undergoes while reaching the target. The process terminates after at most \(d\) mixing steps producing a CF value that exactly corresponds to the desired target ratio.

Note that \((x/N^d) (x, N, d \in \mathbb{N})\) may be reducible, i.e., there may be a common factor of \(N\) between the numerator and denominator. To express the ratio in irreducible form, we simplify it as follows. Let \((x/N^d) = (x'/N'^d) (x', d' \in \mathbb{N}, d' \leq d)\), where \(x'\) is not divisible by \(N (x' \% N \neq 0)\), i.e., we reduce the numerator and denominator until there does not exist any common factor of \(N\) between them. Note that, after reduction \(d'\)-bit representation of \(x'\) will have no trailing zeros in its base-\(N\) representation. Theorem 1, stated below, guarantees the minimality of the number of mixing steps required by \(\text{NWayMix}\).

**Theorem 1:** Algorithm \(\text{NWayMix}\) generates a target ratio \(\{sample : buffer = x : y\}\), where \(x + y = N^d\), with minimum number of mixing operations \(d' (d' \leq d)\), when an \(N\)-segment rotary mixer (mixer-\(N\)) is used.

**Proof:** By construction, it follows that the mixing graph is a tree, where the total number of internal nodes (representing mixing operations) is equal to the depth of the tree. Thus, the mixing tree resembles a chain (i.e., a skewed tree). Note that the target CF = \((x/N^d) = (x'/N'^d)\), where \(x'\) and \(N'^d\) do not have any common factor of \(N\). Hence, the depth of the tree is exactly \(d'\).

Although \(\text{NWayMix}\) generates a target CF using the minimum number of mixing operations, fluids residing in \((N - 1)\) segments are wasted in each mixing step when mixer-\(N\) is used, as in the master process of YOSPA \([18]\). Fig. 3 shows the performance parameters of different sample preparation techniques for the target ratio \((125 : 131)\). It is observed that \(\text{NWayMix}\) produces the target CF using the fewest mixing operations but it consumes more units of reagents. On the other
VI. DILUTION: PROPOSED METHOD

We present a methodology that exploits the fact that NWayMix generates a target concentration with the minimum number of mixing steps when mixer-N is used. Initially, we start with the mixing tree generated by NWayMix. Next, we use a SAT-based technique to transform the tree into a mixing graph that corresponds to least reagent-usage. Henceforth, we will denote the proposed method of FloSPA-D. The dilution problem on a CFMB is now formally stated as follows.

1) Inputs:
   a) A supply of sample (CF = 1) and buffer (CF = 0).
   b) A target CF C_t ∈ (0, 1).
   c) An N-segment rotary mixer (mixer-N).
   d) A user-defined error-tolerance limit ε, 0 ≤ ε < 1.

2) Output:
   a) Mixing graph for generating C_t within error limit ε starting with sample and buffer as input nodes.

3) Objective:
   a) Minimize the number of mixing operations as primary objective, and then minimize reagent-usage as secondary objective.

A. Approximating the Given Target Concentration Factor

Given a target CF C_t ∈ (0, 1), error-tolerance ε, 0 ≤ ε < 1 and the underlying mixing model supported by mixer-N, we approximate the target CF as C_t = (x/N)^d as stated earlier in Section II. Note that by Theorem 1, d also determines the depth of the skewed dilution tree, where the target node lies at depth 1.

Example 5: Let the desired CF C_t = 0.39, and a mixer-4 is given, i.e., N = 4. Assume ε = 0.007. Consider an approximation of C_t as \{sample : buffer = 25 : 39\}. Note that |(25/4^4) - 0.39| = 0.0006 < ε (= 0.007), for d = 3, which is the smallest value that satisfies the given error-tolerance. Hence, the depth of the skewed dilution tree is 3.

B. Modeling of Dilution

The procedure NWayMix gives the minimum number of mixing steps for a given target ratio when mixer-N is used. The resultant mixing tree is a chain (skewed) and each intermediate mixing step produces (N - 1) waste segments. In our modeling, we will try to maximize the reuse of intermediate fluids. The underlying search problem is modeled as a set of linear equations with logical connectives. For the sake of simplicity, we have initially modeled it as nonlinear constraints over integers, and then we systematically transform them into a set of linear constraints.

Modeling Formalism

Fig. 5(a) shows the structure of the dilution graph for target ratio \{X_1 : Y_1\}, where X_1 + Y_1 = N^d. The dilution graph

SMT(LA) solver [22] to check whether there exists a satisfiable assignment of underlying variables that can generate the target CF using only one unit of sample. If the answer is yes, we are done. Otherwise, we keep on increasing the number of sample-units and recheck for satisfiability until we are successful. Fig. 4 shows the overview of the proposed dilution process. In the following sections, we now formulate the optimization problem in detail.

V. OVERVIEW OF THE PROPOSED METHOD

We use a modeling that solves the dilution problem based on decision procedures over linear arithmetic, i.e., by utilizing the deductive power of solvers for SMT [25]. The SMT over linear arithmetic [SMT(LA)] problem is defined as follows.

Definition 1: Let Ψ be a first-order propositional formula, where the atoms are linear equations. The SMT(LA) problem is to determine an assignment to the variables of Ψ, if there exists a satisfiable assignment, otherwise to prove that no such assignment exists [26]. If a satisfiable assignment exists, we call the formula Ψ satisfiable, otherwise Ψ is unsatisfiable.

Example 4: Let Ψ = (2x + 3y ≤ 5) ∧ (3x + 5y ≥ 6) ∧ (x ≥ 0) ∨ (y ≤ 0). Here, Ψ is satisfiable, where \{x = 2, y = 0\} is a satisfiable assignment.

Solving engines based on SMT algorithms have now reached enough sophistication, and hence they are being used for handling many complex optimization problems efficiently [27]–[29]. Although SMT-solvers are used to solve a decision problem, an optimization problem can be formulated as a sequence of decision problems. In our context, we first model the problem of diluting a sample using mixer-N as a set of linear constraints over integers. Next, we invoke the

hand, TPG and VOSPA attempt to minimize reagent-usage but may need more mixing steps, i.e., they may increase sample preparation time. A natural question in the context is: can we reach a target CF with minimum mixing operations, and then minimize reagent-usage as a secondary objective? Fig. 3(d) shows the dilution graph generated by the proposed algorithm FloSPA-D, which not only minimizes the number of mixing operations but also reduces reagent-usage and waste-production by cleverly sharing intermediate CFs. The following section briefly describes the overview of the solution procedure.

V. OVERVIEW OF THE PROPOSED METHOD

We use a modeling that solves the dilution problem based on decision procedures over linear arithmetic, i.e., by utilizing the deductive power of solvers for SMT [25]. The SMT over linear arithmetic [SMT(LA)] problem is defined as follows.

Definition 1: Let Ψ be a first-order propositional formula, where the atoms are linear equations. The SMT(LA) problem is to determine an assignment to the variables of Ψ, if there exists a satisfiable assignment, otherwise to prove that no such assignment exists [26]. If a satisfiable assignment exists, we call the formula Ψ satisfiable, otherwise Ψ is unsatisfiable.

Example 4: Let Ψ = (2x + 3y ≤ 5) ∧ (3x + 5y ≥ 6) ∧ (x ≥ 0) ∨ (y ≤ 0). Here, Ψ is satisfiable, where \{x = 2, y = 0\} is a satisfiable assignment.

Solving engines based on SMT algorithms have now reached enough sophistication, and hence they are being used for handling many complex optimization problems efficiently [27]–[29]. Although SMT-solvers are used to solve a decision problem, an optimization problem can be formulated as a sequence of decision problems. In our context, we first model the problem of diluting a sample using mixer-N as a set of linear constraints over integers. Next, we invoke the SMT(LA) solver [22] to check whether there exists a satisfiable assignment of underlying variables that can generate the target CF using only one unit of sample. If the answer is yes, we are done. Otherwise, we keep on increasing the number of sample-units and recheck for satisfiability until we are successful. Fig. 4 shows the overview of the proposed dilution process. In the following sections, we now formulate the optimization problem in detail.
generated by $\text{NWayMix}$ takes $d$ mixing steps for generating $\{X_1 : Y_1\}$ using mixer-$N$, i.e., the depth of the dilution graph is $d$. In order to identify how intermediate-fluids can be reused, we need to transform the mixing tree generated by $\text{NWayMix}$ by adding additional edges that represent such reuse of CFs. These edges represent possible sharing of intermediate CFs between nonadjacent mixing operations. In Fig. 5(a), highlighted edges show the possibility of using intermediate CFs between nonconsecutive mixing operations. Note that the knowledge of $d$ is sufficient to generate the mixing graph corresponding to FloSPA-D while adding new edges on the skewed mixing tree. The value of $d$ can be determined based on the error-tolerance ($\epsilon$) and $N$. Hence, $\text{NWayMix}$ need not be run explicitly in order to create a FloSPA-D instance. Before going into the details, we present the following properties of the dilution graph with reference to Fig. 6.

**Lemma 1**: If $k$ segments of a mixer-$N$ are filled with sample and are used in the mixing operation at depth $i$, where $1 \leq i \leq d$, they contribute the amount $kN^{d-i}$ to the sample content $X_i$ at this depth. The same is true for buffer also.

**Proof**: By Theorem 1, the dilution graph is a tree of depth $d$. Note that, $X_i + Y_i = N^{d-i+1}$ for $1 \leq i \leq d$. Let $k$ segments of the mixer at depth $i$ be filled with the sample. Without loss of generality, we assume that one segment of the mixer-$N$ at depth $i$ is filled with the intermediate-fluid obtained at preceding mixing operation at depth $i + 1$, and the remaining $(N-k-1)$ segments are filled with buffer, or with intermediate CFs from previous operations at depth $i + 2, i + 3, \ldots, d$. Fig. 6(a) shows the skeleton of the dilution graph in this setting. Hence, the portion $(X_i)$ of the sample in the resultant mixing operation executed at depth $i$, can be calculated as shown below, where $(\cdot \cdot \cdot)$ denotes the contributions of sample to $X_i$ received from other incoming edges [dotted lines in Fig. 6(a)]

$$X_i = \frac{X_{i+1}}{N^{d-i}} + k + (\cdot \cdot \cdot) \quad (\cdot \cdot \cdot) + kN^{d-i-1} + (\cdot \cdot \cdot)$$

Hence, an amount of $kN^{d-i}$ is contributed to $X_i$.

**Example 6**: Consider a mixing node at depth 2 in Fig. 3(c) with concentration-ratio $\{\text{sample} : \text{buffer} = 61 : 3\}$. Note that target ratio is at depth 1. Three segments are filled with sample, i.e., $k = 3$, and the remaining segment is filled with fluids from mixing node at depth 3. Hence, the portion of sample in the mixing node at depth 2 is $$((3 + (13/4^2))/4) = (3 \times 4^2 + 13)/(4^2 \times 4) = (61/4^3).$$ Note that three units of sample and one unit of intermediate fluid reused from the mixing node at depth 3, contribute $3 \times 16 = 48$ and $13$, respectively, to produce 61 at depth 2.

**Lemma 2**: If the fluid in $k$ segments of mixer-$N$ at depth $j$ is shared at depth $i$, where $1 \leq i < j \leq d$, then it contributes an amount $N^{j-i-1}X_j$ and $N^{d-i-1}Y_j$ to $X_i$ and $Y_i$, respectively.

**Proof**: By Theorem 1, the dilution graph is a tree of depth $d$. Note that, $X_i + Y_i = N^{d-i+1}$ for $1 \leq i \leq d$. Let $k$ segments of the rotary mixer at depth $i$ be filled with the intermediate fluid produced after the mixing operation at depth $j$, where $j > i$. Without loss of generality, we assume that a segment of the rotary mixer at depth $i$ is filled with the intermediate fluid at depth $i + 1$, and the remaining $(N-k-1)$ segments are filled with sample, buffer, or with intermediate CFs produced at depth $i + 2, i + 3, \ldots, j - 1, j + 1, \ldots, d$. Fig. 6(b) shows the skeleton of the dilution graph in this setting. The portion of the sample in the resultant mixing operation at depth $i$, i.e., $X_i$ can be calculated as follows:

$$X_i = \frac{X_{i+1}}{N^{d-i}} + k + \frac{X_j}{N^{d-j+1}} + (\cdot \cdot \cdot) + \frac{(\cdot \cdot \cdot) + kN^{d-i-1}X_j + (\cdot \cdot \cdot)}{N^{d-i+1}}$$

Thus, the mixing operation at depth $j$ contributes the amount $kN^{j-i-1}X_j$ toward $X_i$ at depth $i$ when $k$ segments are filled with intermediate fluids produced at depth $j$.

**Example 7**: Let us consider a mixing node at depth 2 in Fig. 3(d), where $\{\text{sample} : \text{buffer} = 17 : 47\}$. Each of the two segments is filled with buffer and intermediate fluids obtained from the mixing operation at depth 3. The remaining two segments are filled with fluids from the mixing node at depth 4. Hence, the portion of sample in the mixing node at depth 2 is $((9/4^2) + 2 \times (1/4))/4) = ((9 + 2 \times 4)/4^2)/4) = (17/4^3)$, i.e., each unit of fluid from the mixing node at depth 4 is used in the mixing node at depth 2, it contributes the
amount $4(4^{d-1}) = 4$ to the sample content in the resultant concentration.

**SMT-Based Modeling**

In the proposed modeling, we define several variables. Fig. 5(a) shows different types of variables as edge labels. The non-negative integer variables are defined as follows.

1) **Node Variables:** For each mixing node at depth $i$ in the dilution graph, we define two variables $X_i$ and $Y_i$ ($1 \leq i \leq d$) that denote the ratio between sample and buffer in the intermediate fluid produced by the mixing operation at depth $i$.

2) **Reagent Variables:** The input reagents (sample and buffer) can be used in any mixing node at depth $i$, where $1 \leq i \leq d$. For denoting the number of segments filled with sample and buffer in a mixer-$N$ at depth $i$, we associate two variables $x_i$ and $y_i$, respectively.

3) **Segment-Sharing Variables:** The integer variable $w_{i,j}$ represents the number of segments that are used to fill mixer-$N$ at depth $j$ from the intermediate fluid produced by mixer-$N$ at depth $i$, where $1 \leq j \leq i \leq d$.

**Algorithm 2: FloSPA-D($C_T, \epsilon, N$)**

**Input:** $C_T$: target CF, $\epsilon$: accuracy; $N$: mixer-$N$  
**Output:** Dilution Graph

```
1 Approximate $C_T$ by choosing the smallest $d \in \mathbb{N}$ such that $\left\lceil \frac{1}{\epsilon} \right\rceil - C_T < \epsilon$; Target ratio is $\{x : y\}$, where $x + y = N^d$ and $1 \leq x \leq N^d - 1$;  
2 $M =$ SMT instance generated from a dilution graph of depth $d$ and $\{x : y\}$;  
3 /* Detailed modeling is discussed in Section VI-B */  
4 $M' =$ SMT instance generated from a dilution graph of depth $d$ and $\{x : y\}$;  
5 /* one sample_unit is equal to the volume of reagent */  
6 $\text{checkSAT}(M')$;  
7 $\text{while}$ $M'$ is unsatisfiable $\text{do}$  
8 $M' = M' \cup (\sum_{i=1}^{d} x_i = \text{sample_unit})$;  
9 $\text{checkSAT}(M')$;  
10 Obtain dilution graph from satisfiable assignments of $M'$;  
11 return dilution graph.
```

Finally, all weights must satisfy $0 \leq w_{i,j} \leq N - 1$, for $1 \leq i \leq j \leq d$. Similarly, $0 \leq x_i, y_i \leq N - 1$ for $1 \leq i \leq d$.

**Example 10:** The consistency conditions for depth 1 are $w_{3,1} + w_{2,1} + x_1 + y_1 = 4$; edge-weights must satisfy $0 \leq w_{3,1}, w_{2,1}, x_1, y_1 \leq 3$. For depth 2, $w_{3,2} + x_2 + y_2 = 4$, $w_{2,1} \leq 4$ and $0 \leq w_{3,2}, x_2, y_2 \leq 3$. Finally, for depth 3, the desired constraints are $x_3 + y_3 = 3$, $w_{3,1} + x_2 \leq 4$, and $0 \leq x_3, y_3 \leq 3$.

**Elimination of Nonlinearity**

Note that the constraints in (1) and (2) are nonlinear in nature. Unfortunately, the polynomial constraint solving problem over the integers is undecidable [25]. For the purpose of transforming nonlinear equations into SMT($\mathcal{L}_4$), we exploit the inherent properties of the underlying mixing graph to construct a modeling proportional to its size. Note that $w_{i,j}$ is non-negative and bounded by the segment size of mixer-$N$ (in practice $N \leq 8$), i.e., $0 \leq w_{i,j} \leq N - 1$. Hence, the nonlinearity in (1) and (2) can be dealt as follows. For each $X_{i,w_{i,j}}$ in (1), we replace it with non-negative integral variable $X_{i,j}$ and add the following constraints [equation (2) can also be handled similarly]:

$$(w_{i,j} = k) \implies (X_{i,j} = kX_i), \text{ for } k = 0, 1, \ldots, N - 1. \quad (4)$$

**Example 11:** Consider the nonlinear equation $16x_1 + 4x_3w_{3,1} + X_2w_{2,1} = 25$ in Example 9. The given equation is transformed into equivalent linear equations as follows: $16x_1 + 4x_3' + x_2' = 25$ and $(w_{3,1} = k) \implies (X_{3,1}' = kx_3) \land ((w_{2,1} = k) \implies (X_{2,1}' = kx_2), \text{ } k = 0, 1, 2, 3.$

**C. Dilution Algorithm**

For a given target CF $C_T$ and an error-tolerance $\epsilon$, we get an approximated target ratio $\{x : y\}$ along with the depth of dilution graph $d$ (line 1 of Algorithm 2), which is same as the number of mixing operations in $N\text{WayMix}$. Hence, the optimality in the number of mixing steps is guaranteed (by Theorem 1). However, to minimize reagent consumption, we have adopted an iterative solution approach as outlined in Algorithm 2 (lines 2–9). Line 2 generates the SMT instance (as discussed in Section VI-B) for the desired dilution graph of depth $d$ and let it be $M$. Next, we check the existence of a dilution graph that takes one unit of sample. Thus, we add $\sum_{i=1}^{d} x_i = 1$ to $M$, and obtain $M'$ (lines 3 and 4), and check the satisfiability of $M'$ (line 5). If $M'$ is satisfiable,
we obtain a solution. Otherwise, we need to check for the existence of a dilution graph that needs one additional unit of sample, and recheck for satisfiability (lines 6–9). This process of adding more sample units is continued until $M'$ is observed to be satisfiable. Hence, it guarantees "optimal sample consumption" under the constraint of having minimum number of mixing steps. Fig. 5(b) shows the final solution generated by FloSPA-D for the target ratio $\{25 : 39\}$. The following theorem formalizes the optimality of the flow-based dilution algorithm FloSPA-D.

Theorem 2: FloSPA-D generates a target CF $C_t$, $0 < C_t < 1$ within the given error limit $\epsilon$, $0 \leq \epsilon < 1$ that minimizes reagent-usage under the constraint of using minimum number of mixing steps deployed by mixer-$N$.

Proof: Theorem 1 guarantees the optimality of the number of mixing operations needed in the dilution tree returned by $NWayMix$. For maximal reuse of intermediate CFs produced by $NWayMix$, FloSPA-D encodes the dilution tree with a set of linear equations. The correctness of the encoding scheme is guaranteed by Lemmas 1 and 2. Note that decision procedures of the SMT-over-linear-arithmetic is sound and complete [26]. We start with one unit of sample and invoke the SMT-solver. If the answer is yes, we obtain a feasible solution. Otherwise, the number of sample-units is increased in steps, and checking for satisfiability is continued until we are successful. Hence, the consumption of minimum amount of reagent is ensured in the final solution.

VII. MIXTURE PREPARATION: PROPOSED METHOD

In this section, we discuss how an SMT-based approach can be extended to implement the more general problem of mixture-preparation. We first modify the MinMix algorithm (valid only for (1 : 1) mixing model [2]) so that it can generate a mixing tree under the generalized mixing models supported by mixer-$N$; let us denote it as genMixing. Our objective is to produce a target ratio $\mathcal{M} = \{ (R_1, c_1), (R_2, c_2), \ldots, (R_k, c_k) \}$ following a sequence of mixing operations supported by mixer-$N$.

A. Approximating the Given Target Mixture Ratio

Given a target mixture $\mathcal{M}$ with $k$ reagents with an error-tolerance $\epsilon$, $0 \leq \epsilon < 1$, and a mixer-$N$, we approximate the target mixture $\mathcal{M}$ with $R = \{ x_1 : x_2 : \ldots : x_k \}$ by choosing the smallest $d \in N$ such that $\max_i ([c_i - (x_i/N^d)]) < \epsilon$ and $\sum_{i=1}^k x_i = N^d$, where $d$ is the depth of the mixing tree representing the sequence of mixing operations that lead to $\mathcal{M}$.

Example 12: Consider a mixture $\mathcal{M} = \{ (R_1, 0.30), (R_2, 0.23), (R_3, 0.24), (R_4, 0.23) \}$, and assume that mixer-4 ($N = 4$) is used. Assume that the error-limit is $\epsilon = 0.007$. $\mathcal{M}$ can be approximated as $\{ R_1 : R_2 : R_3 : R_4 = 19 : 15 : 15 : 15 \}$, since $\max_i ([0.30 - (19/4^3)], [0.23 - (15/4^3)], [0.24 - (15/4^3)], [0.23 - (15/4^3)]) = 0.005 < \epsilon$, and $19 + 15 + 15 + 15 = 43$, i.e., a choice of $d = 3$ suffices here. Hence, the depth ($d$) of the mixing tree is 3.

B. Generalized Mixing Algorithm

In this section, we present the algorithm (genMixing) that will produce a target ratio using mixer-$N$.

Example 13: Fig. 7 shows the resultant mixing tree for the target ratio considered in Example 12. Initially, genMixing
creates \( d + 1 \) empty bins/stacks Bin_0, Bin_1, ..., Bin_d. Next, it represents each input reagent \( R_i \) with \( d \) digits using the base-\( N \) number system: let \( R_i = (d_{i,j-1}d_{i,j-2} \ldots d_{i,0})_N \). In the next step, \texttt{genMixing} scans each digit from right-to-left and populate Bin_0 with \( d_j \) units of \( R_i \) for \( 0 \leq j \leq d - 1 \). Note that \( R_1 = 19 \) is represented as 103 in base-4. Hence, Bin_2 and Bin_3 are populated with 1 and 3 units (1 unit = 1 segment of mixer-4) of reagent \( R_1 \), respectively. Finally, \texttt{genMixing} invokes another function \texttt{genMixingHelper} (Algorithm 4) recursively, to generate the desired mixing tree.

The function \texttt{genMixingHelper} (Algorithm 4) invokes the use of bins starting from Bin_{d-1} recursively. When a bin is empty, an internal node is created into the mixing tree. Also, \( N \) recursive procedures are invoked through Bin_{d-1} for filling \( N \) segments of the mixer corresponding to the internal node. Otherwise, it pops one reagent-unit from the nonempty bin and returns it as a leaf/reagent node in the mixing tree. Here, \texttt{genMixing} calls \texttt{genMixingHelper} with \( d = 3 \). As Bin_3 is empty, four calls are generated recursively for Bin_2. The first call of \texttt{genMixingHelper} for Bin_2 finds it nonempty. Hence, a leaf node with a reagent \( R_1 \) is created and attached to the internal node created for Bin_3 (root node in Fig. 7). For all three remaining calls, Bin_2 is empty. The procedure \texttt{genMixingHelper} returns the desired mixing tree as shown in Fig. 7, where each node is labeled with Bin_i.

Note that \texttt{genMixing} produces a mixing tree of depth \( d \), given \( N \), \( \epsilon \), and \( N \). The DF of each reagent \( R_i \) is expressed as \( (x_1/N^d) \) where \( x_1 \in \mathbb{N} \). Consider the bottom-up realization of the mixing tree (Fig. 7). In each level, the CF of the input reagents is reduced by a factor of \( N \). Thus, in order to achieve \( N^d \) in the denominator of CF, at least \( d \) sequential mixing steps are needed. Algorithm 3 exactly produces a mixing tree of depth \( d \), and hence, it is of minimum depth (height).

C. SMT-Based Modeling of Reagent-Saving Mixing

In \texttt{genMixing}, fluids residing in each of \((N-1)\) segments of the internal mixing nodes are wasted, and hence, the overall reagent consumption may become high. Hence, in contrast to \texttt{FloSPA-D}, maximizing the sharing of waste-segments may not be sufficient for reducing reagent-usage in this case. We need to reduce the number of mixing operations by sharing intermediate nodes as far as possible. The proposed modeling that incorporates these issues is described as follows.

Detailed Modeling

We create a skeleton tree by adding all missing reagent leaf nodes to all internal/mixing nodes of the mixing tree returned by \texttt{genMixing}. The skeleton tree for Fig. 7 is shown in Fig. 8(a). Next, we encode it symbolically using a set of non-negative integer variables and linear equations. The encoding is somewhat similar to the modeling of dilution; however, some additional variables are required for handling multiple reagents. For the ease of illustration, we describe the detailed modeling for the target ratio \([R_1 : R_2 : R_3 : R_4 = 19 : 15 : 15 : 15]\). In the proposed modeling, we define several non-negative integer variables as follows.

1) Node Variables: For every internal/mixing node of the skeleton tree, \( k \) node variables \( R^1_i(i), R^2_i(i), \ldots, R^4_i(i) \) are assigned for denoting the portion of input reagents \( R_1, R_2, \ldots, R_k \), respectively, where \( l \) is the depth of that node and \( i \) is the index of the node at depth \( l \). Note that at each depth, the index of a mixing node is assigned from left-to-right fashion starting with 1. For example, the node variables corresponding to the rightmost node of depth 2 in Fig. 8(a) are \( R^1_1(3), R^2_2(3), R^3_2(3), R^4_2(3) \).

2) Reagent Variables: We define reagent variables \( r^j(i) \), where \( j = 1, 2, \ldots, k \), to denote the number of segments filled with reagent \( R_j \), where \( l \) is the depth of the mixing node where reagent \( R_j \) is used, and \( i \) is the index of the mixing node. For example, the reagent variables corresponding to the rightmost node on depth 2 in Fig. 8(a) are \( r^1_1(3), r^2_2(3), r^3_2(3), r^4_2(3) \).

3) Segment-Sharing Variables: An edge \((u, v)\) between two mixing nodes denotes the sharing of CF from nodes \( u \) to \( v \) in the mixing tree. An edge variable \( w_{l_1, l_2, i_2} \) denotes the number of segments shared between a node with index \( l_1 \) at depth \( l_1 \) and a node with index \( l_2 \) at depth \( l_2 \). For example, edge weight \( w_{3, 2, 3} \) in Fig. 8(a) represents the number of segments shared from the node indexed as 3 at depth 3 (the rightmost node at depth 3) to the node with index 3 at depth 2 (the rightmost node at depth 2).
For simplicity, we assume that intermediate CFs are shared between two adjacent depths only. This restriction can be relaxed by suitably modifying the constraints for each mixing node. In order to ensure the correctness of the mixing ratio generated at each mixing node, let us consider a mixing node \((l, i)\) (denoting the mixing node at depth \(l\) with index \(i\)) that has \(k\) reagent nodes as leaves, and \(m\) internal mixing nodes (at depth \(l+1\)) as its children. Fig. 9 shows the portion of the subtree rooted at \((l, i)\). Let the height of \(m\) subtrees of the mixing node \((l, i)\) be \(h_1, h_2, \ldots, h_m\). Hence, the height of the entire subtree shown in Fig. 9 is \(h = \max\{h_1, h_2, \ldots, h_m\} + 1\). The desired ratio \(R_l(i) : R_l(i) : \cdots : R_l(i)\) can be calculated with the following nonlinear equations, which can be transformed into a set of equivalent linear equations:

\[
\begin{align*}
N^{h-2} r_1^l(i) &+ \sum_{j \in \{1, 2, \ldots, m\}} N^{h-j-1} w_{l+1,j,l} R_1^{l+1}(j) = R_1^l(i) \\
N^{h-2} r_2^l(i) &+ \sum_{j \in \{1, 2, \ldots, m\}} N^{h-j-1} w_{l+1,j,l} R_2^{l+1}(j) = R_2^l(i) \\
& \quad \vdots \\
N^{h-2} r_k^l(i) &+ \sum_{j \in \{1, 2, \ldots, m\}} N^{h-j-1} w_{l+1,j,l} R_k^{l+1}(j) = R_k^l(i). \quad (5)
\end{align*}
\]

Moreover, we need to ensure that either all \(N\) input segments for a mixer-\(N\) are filled with intermediate fluids/input reagents, or the concerned mixing operations are not necessary for generating the desired target ratio. In the second case, the number of mixing operations is reduced. A mixer-\(N\) can provide fluids to at most \(N\) segments of other mixers. The required consistency conditions are encoded as follows:

\[
\begin{align*}
\left( \sum_{j=1}^{k} r_j^l(i) + \sum_{j \in \{1, 2, \ldots, m\}} w_{l+1,j,l,i} = N \right) &\quad \forall i \in \{1, 2, \ldots, n\} \\
\sqrt{\left( \sum_{j=1}^{k} r_j^l(i) + \sum_{j \in \{1, 2, \ldots, m\}} w_{l+1,j,l,i} = 0 \right)} &\quad 0 \leq w_{l+1,j,l,i} \leq N. \quad (6)
\end{align*}
\]

All weights must satisfy \(0 \leq w_{l+1,j,l,i} \leq N - 1\), for \(j \in \{1, 2, \ldots, m\}\). Analogously, \(0 \leq r_j^l(i) \leq N - 1\) for \(j = 1, 2, \ldots, k\).

The following example illustrates the consistency constraints for the root node of Fig. 8(a).

**Example 14:** The root node of the tree [Fig. 8(a)] has three incoming edges from other internal nodes. The depth of its subtrees are 2, 2, and 3 in the left-to-right order. Moreover, the depth of the complete tree, i.e., \(h = 4\). The consistency conditions for the root node in Fig. 8(a) are given as follows:

\[
\begin{align*}
4^{2} r_1^1(1) + 4 w_{2,1,1,1} R_1^1(1) + 4 w_{2,2,1,1} R_2^1(2) + w_{2,3,1,1} R_3^1(3) &\quad = R_1^1(1) \\
4^{2} r_2^2(1) + 4 w_{2,1,1,1} R_1^2(1) + 4 w_{2,2,1,1} R_2^2(2) + w_{2,3,1,1} R_3^2(3) &\quad = R_2^2(1) \\
4^{2} r_3^3(1) + 4 w_{2,1,1,1} R_1^3(1) + 4 w_{2,2,1,1} R_2^3(2) + w_{2,3,1,1} R_3^3(3) &\quad = R_3^3(1) \\
\left(r_1^1(1) + r_2^2(1) + r_3^3(1) + r_4^4(1) + w_{2,1,1,1} + w_{2,2,1,1} + w_{2,3,1,1} = 4 \right) &\quad \forall i \in \{1, 2, \ldots, n\}.
\end{align*}
\]

Additionally, \(0 \leq r_1^1(1), r_2^2(1), r_3^3(1), r_4^4(1) \leq 3\) and \(0 \leq w_{2,1,1,1}, w_{2,2,1,1}, w_{2,3,1,1} \leq 3\).

**D. Reagent-Saving Mixing Algorithm**

In summary, for a given \((M, \epsilon, N)\), a mixing tree is first generated using genMixing. In the next step, the skeleton tree is created. An SMT instance for the skeleton tree is then generated as discussed in Section VII-C. All nonlinearities in the constraints are removed using certain transformations as described earlier. Let the set of constraints be \(M\). Next, we check the existence of a mixing tree that takes \(N\) units of reagents. Thus, we add \(\sum_{x \in \text{set of all reagent variables}} x = N\) to \(M\), and obtain \(M'\). If \(M'\) is satisfiable, a solution is found. Otherwise, we need to check for the existence of a mixing tree assuming the allowance for one additional unit of reagent, and recheck for satisfiability. The selection of additional reagent is automatically decided by the SAT-solver based on the underlying constraints. This process is continued until \(M'\) is found to be satisfiable. Algorithm 5 summarizes the steps needed in the FloSPA for mixtures (FloSPA-M).
Algorithm 5: FloSPA-M($M, \epsilon, N$)

Input: $M$: target mixture; $\epsilon$: accuracy; $N$: mixer-$N$ 
Output: Mixing Tree
1. $T = \text{genMixing}(M, \epsilon, N)$; 
2. $T_1 = \text{Skeleton tree of } T \text{ after adding reagent nodes}$; 
   /* Detailed modeling and removal of non-linearity are discussed in Section VII-C and Section VI-B, respectively */ 
3. $M = \text{SMT instance generated from } T_1 \text{ after removing non-linearity}$; 
4. $M' = M \wedge \bigwedge_{\text{set of all reagent variables}} x = \text{reagent unit}$; 
5. $\text{total_reagent_unit} = N$; 
6. $\text{checkSAT}(M')$; 
7. while $M'$ is unsatisfiable do 
   8. $\text{total_reagent_unit} = \text{total_reagent_unit} + 1$; 
9. $M' = M' \wedge \bigwedge_{\text{set of all reagent variables}} x = \text{reagent unit}$; 
10. $\text{checkSAT}(M')$; 
11. Obtain mixing tree from satisfiable assignments of $M'$; 
12. return mixing tree;

Example 15: The skeleton tree derived from genMixing and the mixing tree for FloSPA-M are shown in Fig. 8(a) and (b), respectively. Note that the number of mixing steps and waste segments are 7 and 18 for genMixing (Fig. 7), whereas FloSPA-M produces the same mixture [Fig. 8(b)] with only 3 mixing steps and 4 waste segments. Moreover, the total reagent consumption in FloSPA-M (8) is significantly less than that required in genMixing (22).

We further improve the FloSPA-M algorithm so that the intermediate ratios produced at different nodes of the mixing tree can be used not only by its parent but also by all ancestors in the mixing tree, thereby enhancing the possibility of sharing intermediate fluids compared to FloSPA-M. We call this algorithm as “FloSPA for enhanced mixing” (FloSPA-EM). In FloSPA-EM, we add a few additional edges in the skeleton tree that represent possible sharing of intermediate fluids between a node and its ancestors in the skeleton tree while constructing the “enhanced skeleton tree.” For implementing FloSPA-EM, only line 2 of Algorithm 5 needs to be modified by including enhanced skeleton tree in place of skeleton tree, keeping the rest of the codes unchanged.

Example 16: When we run FloSPA-M and FloSPA-EM for the target ratio $[R_1 : R_2 : R_3 : R_4 = 22 : 14 : 14 : 14]$, FloSPA-EM performs better compared to FloSPA-M. The corresponding mixing trees for FloSPA-M and FloSPA-EM are shown in Fig. 10(a) and (b), respectively.
using mixer-N. We have conducted three sets of experiments. In the first set, we use a 4-segment mixer (mixer-4) to generate all CFs ranging from \((1/256)\) to \((255/256)\) (i.e., \(d = 4, N = 4\)) and report the average number of mixing steps \(\bar{n}_m\), the average number of sample \(\bar{n}_s\) and buffer \(\bar{n}_b\) units consumed, and the average number of wasted units \(\bar{n}_w\) while producing a target CF. These parameters are shown in Table III in which %-improvement of FloSPA-D compared to other methods are shown in parenthesis. The formula used for calculating savings is shown in the footnote of Table III.

In the remaining two sets of experiments, we increase the accuracy (\(\epsilon\)) of the target CFs and use more general mixing model, i.e., with a larger value of \(N\). The experiments are repeated using mixer-4 and mixer-8 for each CFs ranging from \((1/1024)\) to \((1023/1024)\) (i.e., \(d = 5, N = 4\)) and \((1/512)\) to \((511/512)\) (i.e., \(d = 3, N = 8\)), respectively. The average value for each parameters is shown in Table III. It is evident from Table III that FloSPA-D uses minimum mixing steps as guaranteed by \(N\)WayMix and consumes fewer units of sample compared to TPG. Note that with respect to VOSPA, sample consumption in FloSPA-D is comparable. Furthermore, FloSPA-D consumes fewer buffer units, and thus, it outperforms all previous methods in terms of waste generation.

On the same hardware platform, we run all four methods over the full range of CFs. Table IV shows the distribution of CPU times needed to generate the mixing graph for target concentrations that lie between \((1/256)\) and \((255/256)\) (with \(d = 4, N = 4\)), \((1/1024)\) and \((1023/1024)\) (with \(d = 5, N = 4\)), and \((1/512)\) and \((511/512)\) (with \(d = 3, N = 8\)). On the average, FloSPA-D takes only 0.53 s for \((d = 4, N = 4)\), and 4.46 s when the accuracy (\(\epsilon\)) of each target CF is further increased, i.e., for \(d = 5, N = 4\). Moreover, when a more general mixing model is used with mixer-8, only 0.34 s of CPU time is required on the average to compute the mixing graph for a target CF that lies between \((1/512)\) and \((511/512)\) (with \(d = 3, N = 8\)). Note that CPU-time is highly dependent on the value of \(d\). For practical bioassay applications, a high range of accuracy in CF can be achieved for \(4 \leq N \leq 8\) and \(3 \leq d \leq 5\).

B. Performance Evaluation for Reagent-Saving Mixing

We evaluate the proposed mixture preparation technique extensively on randomly generated synthetic test cases. We choose two datasets with different number of input reagents [dataset 1 (dataset 2) that consists of three (four) input reagents], and each data-set contains 100 randomly generated target ratios. We run genMixing, FloSPA-M, and FloSPA-EM for all target ratios with two different mixing models supported by mixer-4 and mixer-8. Tables V and VI show comparative results where savings for different parameters in FloSPA-D and FloSPA-EM are calculated with respect to the average value of those for genMixing, and the CPU-time needed. Note that the running time for genMixing is negligibly small in most of the cases and can be ignored. Additionally, in Tables V and VI, the standard deviation is shown using parenthesis along with the average value of each parameter.

In the case of dataset 1, the depth of the mixing tree (\(d\)) is kept fixed, and hence the accuracy in CF is increased in mixer-8 compared to mixer-4. The mean and standard deviation of different parameters are listed in Table V. Note that the
and proposed a dilution algorithm that minimizes reagent-usage under the constraint of deploying minimum mixing steps. Additionally, two algorithms for reagent-saving mixture-preparation using flow-based biochips have been developed. We use an N-segment rotary mixer for implementing a generalized mixing model. The proposed algorithms utilize an SMT-based solving engine that is capable of handling both dilution and mixing problems within the same framework. Although for mixture preparation, we have assumed the same cost for each of the input reagents, the proposed modeling can be modified for finding solutions when different cost metrics are assigned to them. It may also be worthwhile to expand the scope of these algorithms by addressing several error management issues concerning imprecise metering that affects fluid flow. Further, one may explore related issues in algorithmic sample preparation for other hybrid mixer architectures, e.g., ring-M [20] in conjunction with mixer-N.

C. Performance of FloSPA for Real-Life Dilution/Mixing Ratios

We consider several real-life test cases where some specific dilution and mixing ratios are used. For example, a sample of 70% ethanol is required in glucose tolerance test in mice, and in E.coli genomic DNA extraction [30]. Also, 95% ethanol is required for total RNA extraction from worms. Assuming $\epsilon = 0.001$ and $N = 4$, 70%, and 90% ethanol can be approximated as $(179/4^4)$ and $(243/4^4)$, respectively. Hence, the depth of dilution tree $d = 4$. A sample of 10% $(26/4^4)$ fetal bovine serum is required for in-vitro culture of human peripheral blood mononuclear cells [30]. A mixture of three reagents is required in “one step miniprep method” [7] and also for the preparation of plasmid DNA by alkaline lysis with sodium dodecyl sulfate-minipreparation [8]. The corresponding mixing ratios are: $[R_1 : R_2 : R_3 = 50% : 48% : 2%]$ (approximated as $[128 : 122 : 6]$ for $d = N = 4$) and $[R_1 : R_2 : R_3 = 22% : 44% : 34%]$ (approximated as $[56 : 113 : 87]$ for $N = d = 4$), respectively. Moreover, a target ratio $[R_1 : R_2 : R_3 : R_4 = 40% : 10% : 1% : 48%]$ is used in “spleinkerette polymerase chain reaction method” [7]. Given $\epsilon = 0.001$, the target ratio can be approximated as $[102 : 26 : 2 : 124]$ for mixer-4 by choosing $d = 4$.

Table VII shows the performance of FloSPA on these real-life examples compared to other methods.

IX. Conclusion

In this paper, we have addressed the problem of automated sample preparation using flow-based microfluidic biochips
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Running time for mixer-8 increases compared to mixer-4 as the former provides higher accuracy in CF. In the case of dataset 2, the error-tolerance ($\epsilon$) is kept invariant, and hence, the depth of the mixing tree corresponding to mixer-8 decreases compared to mixer-4. Table VI shows the mean and standard deviation of different parameters. Compared to mixer-4, the running time for mixer-8 reduces because of the smaller value of $d$. It is evident from simulation results that FloSPA-M and FloSPA-EM algorithms save valuable reagents significantly compared to genMixing. Note that FloSPA-EM reduces the number of mixing operations, which, in turn, further reduces the amount of input reagents. However, it takes larger CPU-time compared to FloSPA-M, as the search space increases.
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